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Description

The VR4400SC™ is a 64-bit RISC microprocessor with
the enhancement version of R4000 architecture. It de-
livers excellent processing solutions in a wide variety
of applications.

Two other versions of the RISC microprocessor are
compared with the VR4400SC below.

VR4400PC™
VR4400SC™

On-chip primary cache
On-chip primary cache and
secondary cache support
Same as VR4400SC plus
multiprocessing capability

VR4400MC™

System applications range from inexpensive highly
integrated desktop systems through large multiproces-
sor servers whose CPU performance rivals current
mainframes and whose address space requirements
are not by current generation microprocessors.

The VR4400SC microprocessor provides complete ap-
plication software compatibility with the MIPS R2000,
R3000, and R6000 microprocessors. The RISC/os and
RISC compilers and thousands of application pro-
grams that run on the MIPS architecture augment this
powerful family of processors and provide a complete
solution to a large number of processing needs. In
addition, an array of development tools supports
R4000-based applications

High integer performance, as well as floating-point
performance, has been achieved through techniques
such as superpipelining, on-chip caches, a pipelined
floating-point unit, two-level cache memory, and a
high-perfarmance on-chip translation lookaside buffer
(TLB).

The cache and memory management unit (MMU) can
handle large address space tasks and alarge number of
users. These features allow the design of balanced
systems, suitable not only for technical and graphics
applications but also for commercial applications like
transaction processing with fault tolerant support.

The 64-bit wide on-chip cache path, 64-bit on-chip FPU,
64-bit integer registers, and 64-bit virtual address
space provide a compatible, timely, and necessary
path from 32-bit to true 64-bit computing for users and
software developers. Compatibility with existing 32-bit

application code is maintained; however, an efficient
mix of 32-bit and 64-bit programs can run on the same
VR4400SC machine.

The 64-bit addressing capability of the VR4400SC mi-
croprocessor supports operating systems with exten-
sive file mapping—allowing direct access to files with-
out explicit I/O calls—and paves the way for next-
generation video technology and documentation with
high-quality photographs. In addition, CAD applica-
tions with huge databases of complex structures, geo-
graphic information systems, and technical number
crunching applications with large data sets will benefit
greatly from this addressing capability.

The other enhancements of the VR4400SC are (1) fully
functional status pins and (2) a cache error bit (EW)
added to the cache error register.

Features

o True 64-bit microprocessor with 64-bit integer and
floating-point operations, registers, and virtual
addresses

Fully compatible with earlier 32-bit MIPS
microprocessors

Dual instruction issue with no restrictions on the
type of instruction issued

50-, 67-, or 75-MHz Master Clock (100-, 133-, or 150-
MHz internal clock)

3.3- or 5-volf power supply

On-chip 16-Kbyte instruction cache, 16-Kbyte data
cache, and 128-bit secondary cache interface
support

On-chip memory management unit containing a
fully associative TLB whose entries have a variable
page size ranging from 4 Kbytes to 16 Mbytes

On-chip ANSI/IEEE-754 standard floating-point
unit with precise exceptions

32 doubleword (64-bit) general-purpose registers
and 16 doubleword (64-bit) floating-point registers
36-bit physical address accessing 64 Gbytes of
physical memory

Dynamically configurable big-endian or little-
endian byte ordering

Power ed by 1 Cminer.com El ectronic-Library Service CopyRi ght 2003



N E ¢ ELECTRONICS INC L7E D NN b427525 0039095 94l WENECE

VR4400SC (uPD30411) N EC

o Timing flexibility for 128-bit secondary cache Ordering Information
interface and 64-bit system interface to allow Power
speed matching of logic and memory components Part Number PClock Supply Package
G System interface clock modes: divide-by-2, -3, -4, 1PD30411RJ-50 100 MHz 5V 447-pin ceramic
-6, and -8 -67 133 MHz PGA
0 Master/checker mode 75 150 MHz
O One-level deep uncached store buffers 1PD30411RP-50 100 MHz 5V 447-pin ceramic
T PGA with heat-sink
- 33 MH!
VRA4400PC, VR4400SC, and VR4400MC are trademarks of NEG o7 198 MHz adapter plate
Corporation. <75 150 MHz
pPD30411LRJ-50 100 MHz 33V 447-pin ceramic

-67 133 MHz PGA

-75 150 MHz

1PD30411LRP-50 100 MHz 33V 447-pin ceramic :
67 133 MHz PGA with heat-sink

- - - adapter plate
-75 150 MHz

pPD30411 Block Diagram

Systam Control S-Cache Control Data Cache P-Cache Control Instruction Cache
) 64-Bit System Bus <
CPO CPU FPU
ExceptiorVControl CPU Reaglsters Integer Multiptter/

Reglsters Divider FPU Reglsters
Memory Management

Rogisters ALU Address Unit Pipeline Bypass
Translation Lookaskie Load Aligner/

Buffers Store Dl?iver PC Incrementer FP Multiplier
FP Divider
Plpsline Control
pe FP Add,
Convert Square Root
£3Y1-84898
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Package Pin Configuration (Bottom View); 447-Pin PGA
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Pin Assignments; System Address/Data, System Command, Clock and Control

System Pin System Pin System Pin Clock and Pin

Address/Data No. Address/Data No. Command No. Control No.

SysADO T2 SysAD40 A23 SysCmd0 G1 ColdReset AW37
1 M2 41 A27 1 E3 ExtRgst AvV2

J3 42 AB1 2 B2 GndP Y34

3 G3 43 A35 3 B12 GndSense ua7
4 (o] 44 c37 4 B16 into AL
5 A3 45 E39 5 B20 1OIn AV32
6 A9 48 H3s 6 B24 I00ut Avas
7 A13 47 Ma3s 7 B28 MasterClock AA37
8 A21 48 AE1 8 832 MasterOut AJ39
9 A25 49 AJ1 ’ ModeClock B8

SysAD10 A29 SysADS50 AM2 SysCmdP A37 Modeln AVS
1B A33 51 AR1 NMi AV16
12 B38 52 AU3 RClock0 AM34
13 E37 53 AWS RClock1 AL33
14 G39 54 AW11 RdRdy AW7
15 L39 55 AW15 Release AVi2
16 AD2 56 AW23 Reset AU39
17 AH2 57 AW27 Syncin w39
18 AL3 58 AW31 SyncOut AN39
19 AN3 59 AW35 TClock0 H34

SysAD20 AUt SysADE0 AU37 TClock1 J33
21 AW3 61 AR39 Validin ANt
22 AW9 62 AL39 ValidOut AR3
23 AW13 63 AG39 VppOk AE39
24 AW21 VppP AA33
25 AW25 VppSense w33
26 AW29 WrRdy A7
27 AW33
28 AV38 Fault C39
29 AR37

SysAD30 AM38 SysADCO A17 JTAG StatusO uss
31 AH38 1 R39 JICK U39 Statusi (V)
32 RI 2 AW17 JTDI N39 Status2 V36
33 LI 3 AD38 JTDO J3g Status3 W35
34 H2 4 A19 JTMS G37 Status4 W37
35 El 5 T3s Statusd AC37
36 C3 6 AW19 Statusé AC35
37 A5 7 AC39 Status? AC33
38 At
39 A5

4
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Pin Assignments; Secondary Cache Data

Secondary Pin Secondary Pin Secondary Pin Secondary Pin
Cache Data No. Cache Data No. Cache Data No. Cache Data No,
SCData0 R3 SCData40 ca3 SCData80 AC7 SCDatai20 AR21
1 R7 41 F24 81 AES 121 AP24
2 L5 42 E27 82 AG7 122 AU27
3 F8 43 D30 83 ARS 123 AT30
4 C9 44 C33 84 AR 124 AU33
5 Fi2 45 E35 85 AR11 125 AN33
6 Gi5 46 L35 86 AN15 126 AL37
7 E17 47 R33 87 AP16 127 AG33
8 G21 . 48 AF4 88 AU21
9 C25 49 AJ3 89 AN23
SCDatal0 G25 SCDataS0 AJ7 SCDatag90 AR25 SCDChkO ate
11 E29 51 AP8 91 AP28 1 T34
12 G31 52 AT10 92 AU31 2 AP20
13 C35 83 AR13 93 AR33 3 AD34
14 K36 54 AR15 94 AL35 4 C19
15 N35 55 AT18 o5 AH34 5 R37
16 AE3 56 AuU23 g6 uz 6 AU19
17 AGS 57 AT26 97 N3 7 AE37
18 AK4 58 AR27 98 N7 8 C17
19 AN9 59 AN29 €8 C5 9 N37
SCData20 AUg SCData60 AP32 SCDatal00 E9 SCDChk10 A7
21 ANi3 61 AN35 101 Ci1 1 AG37
22 ATi4 62 AJ35 102 Ci3 12 E19
23 AR17 63 AE33 103 - F16 13 R35
24 AT22 64 v4 104 E21 14 AR19
25 AU25 65 RS 105 G23 15 AE35
26 AN27 66 N5 106 c27
27 AR29 67 E5 107 F28
28 AN31 68 G99 108 E31
29 AR35 69 E11 109 G33
SCData30 AK36 SCData70 Gi3 SCDatai10 J37
31 AG35 71 Di4 111 N33
32 T6 72 c21 112 AD8
33 L3 73 D22 113 AG3
34 L7 74 E25 114 AJ5
35 E7 75 G27 115 AU5
36 [c3 ) 76 C31 116 AN11"
37 E13 77 F32 117 AUT1
38 E15 78 J35 118 AU13
39 G17 79 M34 119 AN17
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Pin Assignments; Secondary Cache Address, Tag, and Control

Secondary Pin Secondary Pin Secondary Pin
Cache Data No. Cache Tag No. Cache Control No.
SCAdd1 ALS SCTag0 K4 SCDCS - Mé
2 AG1 1 a7 SCOE N1
3 AE7 2 c7 SCTCS J1
4 AC1 3 D10
5 ACS 4 C15 SCWIW J5
6 AC3 5 D18 SCWiX J7
7 AA1 6 F20 SCWrY He
8 AB4 7 E23 SCWrZ G5
9 AAS 8 D2e
10 AA7 ] c29
SCAddri1 AA3 SCTagio G29
12 w3 11 E33
13 Y6 12 G35
14 W5 13 L33
15 w7 14 L37
16 Wi 15 P36
17 us 16 AF 36
17 AJ37
18 AJ33
19 AN37
SCAddrow AN7 SCTag20 AU35
X ANS 21 AR31
Y AM6 22 AU29
zZ AL7 23 AN25
24 AR23
SCAPar0 Us SCTChko AN21
1 U1 1 AN19
2 P4 2 AU1s
3 AP12
4 AU7
5 AR7
6 AHB

Pin Assignments; Vpp, GND, and NC (No Connection)

Vbp GND NC
AB39 B4, B14, B22, B30, B36

B6, B10, B18, B26, B34 D2, D6, D12, D20, D28, D34, D38 Y2
D4, D8, D16, D24, D32, D36 F4, F6, F10, F18, F26, F34, F36 AV24
F2, F14, F22, F30, F38 K2, K34 AA35, AA39
H4, H36 M4, M36

K6, K38 P6, P38

P2, P34 V2, V34

T4, T36 Y4, Y36

V8, V38; Y38 ABBS6, AB36, AB38; AF2, AF34

AB2, AB34; AD4, AD36; AF6, AF38 AH4, AH36

AK2, AK34; AM4, AM36 AK6, AK38

AP2, AP10, AP18, AP26, AP38

AP4, APS, AP14, AP22, AP30, AP34, AP36

AT4, AT8, AT16, AT24, AT32, AT36

AT2, AT6, AT12, AT20, AT28, AT34, AT38

AVE, AV14, AV22, AV30, AV34; AW1, AW39

AV4, AV10, AV18, AV26, AV36
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Pin Descriptions

Interface Signals

Symbol

Input/Output

Description

System

ExtRgst

Input

External Request Is asserted by the external agent to request use
of the system interface. The processor grants the request by
asserting Release,

Release

Output

Release responds to the assertion of ExtRqst. The processor
asserts Release, signalling to the requesting device that the
system interface is available.

RdRdy

Input

Read Ready is asserted by the external agent to Indicate that it can
accept processor read, invalidate, or update requests in both
secondary cache and non-secondary cache mode; or it can accept
a read followed by a write request, a read followed by a potential
update request, or a read followed by a potential update followed
by a write request in secondary cache mode.

SysAD(63:0)

Input/Output

System Address and Data Bus is a 64-bit bus for communication
between the processor and the external agent.

SysADC(7:0)

Input/Output

System Address and Data Check Bus is an 8-bit bus that contains
check bits for the SysAD bus.

SysCmd(8:0)

Input/Output

System Command and Data Identifier is a 9-bit bus for
transmission between the processor and the external agent.

SysCmdP

Input/Output

System Command and Data Identifier Bus Parity is a single, even-
parity bit for the SysCmd bus.

Validin

Input

Valid Input is asserted by the external agent when it is driving a
valid address or data on the SysAD bus and a valid command or
data identifier on the SysCmd bus.

ValidOut

Qutput

Valid Out is a signal the processor asserts to indicate that it is
driving a valid address or data on the SysAD bus and a valid
command or data identifier on the SysCmd bus.

WrRdy

Input

Write Ready is asserted by the external agent when it can accept a
processor write request.

Clock/Control

Fault

Output

Fault is asserted by the processor to indicate a mismatch output of
boundary comparators and an indication of system Interface input
parity or ECC errors.

Oln

Input

/O Input is the output slew-rate control feedback loop input. (See
100ut.)

[COut

Output

/O Output is the output slew-rate control feedback loop output. It |
must be connected to [OIn through a delay loop that models the /O
path from the processor to the external agent.

MasterClock

Input

Master Clock is the primary clock input to establish the processor
operating frequency.

MasterOut

Output

Master Clock Output is aligned with Master Clock.

RClock({1:0)

Qutput

Receive Clocks 1 and 0 are identical clocks that establish the
system interface frequency.

Status(7:0)

Output

Status? through StatusO indicate the current operational status of
the processor.
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Pin Descriptions (cont)

Interface Signals Symbol Input/Output Description
Clock/Control SyncOut Output Synchronization Clock Out is a signal to model the interconnect
(cont) between MasterOut, TClock, RClock, and the external agent. It
must be connected to Syncin through an interconnect.
Syncin Input Synchronization Clock Input is the input of the synchronization
clock.
TClock(1:0) Output Transmit Clocks 1 and O are identical clocks that establish the
system interface frequency.
VppoP Input VppP is quiet Vpp to the internal phase-locked loop (PLL).
VppSense Input/Output Vpp Sense is a special pin used only in component testing and
characterization. It provides a separate, direct connection from the
on-chip Vpp node to the package pin without connecting to the
in-package power planes, Testing fixtures treat VppSense as an
analog output pin; the voltage at this pin directly exhibits the
behavior of the on-chip Vpp. Thus, characterization engineers can
easily observe the effects of di/dt noise, transmission line
reflections, etc. VppSense should be connected to Vpp in
functional system designs
GndP Input Quiet Ground is directed to the internal phase-locked loop.
GndSense Input/Output Ground Sense provides a separate, direct connection from the on-
chip ground node to a package pin without having to connect to
the in-package ground planes. GndSense should be connected to
Gnd in functional system designs.
Secondary Cache SCAddr {17:1), Output Secondary Cache Address Bus is an 18-bit address bus for the
SCAddro (W:Z) secondary cache. The least significant bit (bit 0) has four output
lines, SCAddrO (W, X, Y, Z}, to provide additional drive current.
SCAPar(2:0) Output Secondary Cache Address Parity Bus is a 3-bit bus that carries the
parity of the SCAddr bus and the cache control line SCWr. Below
are the individual bit definitions.
Even parity for SCAddr(17:12) and SCWr.
Even parity for SCAddr(11:6) and SCDCS.
Even parity for SCAddr{5:0) and SCTCS.
SCData(127:0) Input/Output Secondary Cache Data Bus is a 128-bit bus used to read and write
cache data from and to the secondary cache data RAM,
SCDChk(15:0) input/Output Secondary Cache Data ECC Bus is a 16-bit bus carrying two 8-bit
ECC fields that cover the 128 bits of SCData from/to secondary
cache.
SCDChk(15:8) corresponds to SCData(127:64).
SCDChk(7:0) corresponds to SCData(63:0).
8SCDCSs Output Secondary Cache Data Chip Select is a signal for the secondary
cache data RAM.
SCOE Output Secondary Cache QOutput Enable is a signal for the secondary
cache data and tag RAM.
SCTag(24:0) Input/Output Secondary Cache Tag Bus is a 25-bit bus used to read or write
cache tags from and to the secondary cache.
SCTChk(6:0) Input/Output Secondary Cache Tag ECC Bus is a 7-bit bus carrying an ECC
field covering the SCTag from and to the secondary cache.
SCTCS Output Secondary Cache Tag Chip Select is a signal for the secondary
cache tag RAM.
SCWIW, Output Secondary Cache Write Enables are signals for the secondary
SCWrX, cache RAM.
SCWrY,
SCWrz
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Pin Descriptions (cont)

Interface Signals Symbol Input/Output Description
Interrupt into Input Interrupt is the general processor interrupt, bitwise ORed with bit
0 of the interrupt register
NmMI Input Nonmaskable Interrupt is a hardware interrupt that can't be
disabled by internal masking. It is ORed with bit 6 of the interrupt
register.
Initialization ColdReset Input ColdReset must be asserted for a power-on reset or a cold reset.

The SClock, TClock, and RClock begin to cycle and are
synchronized with the deasserted edge of ColdReset. it must be
deasserted synchronously with MasterOut.

ModeClock Output Boot-Time Mode Clock is a serial boot-time mode data clock
output; it runs at the system clock frequency divided by 256
(MasterClock/256).

Modeln Input Boot-Time Mode Data In is a serial boot-time mode data input.

Reset Input Reset must be asserted for any reset sequence. it can be asserted

synchronously or asynchronously for a cold reset, or synchronously
to initiate a warm reset, Reset must be deasserted synchronously
with MasterOut.

VppOk Input Asserting VppOk indicates to the processor that the power supply
has been above 4.75 V (5-volt parts) or above 3 V (3.3-volt parts)
for more than 100 ms and will remain stable and start the
initialization sequence.

JTAG JTDI Input Data is serially scanned in through the JTDI pin (JTAG Data In)
JTCK Output The processor outpuis a serial clock on the JTCK pin (Tag Clock
Input). Both JTDI and JTMS are sampled on the rising edge of
JTOK.
JTDO Output Data is serially scanned out through the JTDO pin (JTAG Data
Out).
JTMS Input JTMS (JTAG Command) indicates the incoming signal data is

command data,

Powered by | Cnminer.comEl ectronic-Library Service CopyRi ght 2003



N E C ELECTRONICS INC

bL7E D

VR4400SC (uPD30411)

M L427525 0039103 A48 ERNECE

NEC

ARCHITECTURE
CPU Registers

The VR4400SC microprocessor provides 32 general-
purpose registers, a program counter (PC), and two
registers that hold the results of integer multiply and
divide operations. See figure 1. These registers are 32
or 64 bits wide depending on the mode of operation.
General-purpose registers r0 and r1 have special func-
tions.

(1) rOis hardwired to a value of zero. It can be used as
the target register for any instruction whose results
can be discarded,; it can also be used as a source
when a zero value is needed.,

(2) r31 is the link register for JumpAndLink instruc-
tions. It should not be used explicitly by other
instructions.

The MIPS architecture defines three special registers
whose use or modification is implicit with certain in-
structions. These special registers are:

PC Program Counter
HI  Multiply and Divide register, higher result
LO Multiply and Divide register, lower result

The two Multiply and Divide registers (HI, LO) store the
doubleword 64-bit result or the quadword 128-bit result
of integer multiply operations and the quotient (in LO)
and remainder (in Hi) of integer divide operations.

The VR4400SC has no Program Status Word (PSW)
register; its functions are provided by the Status and
Cause registers incorporated within Coprocessor 0.
CPO registers are described later.

CPU Instruction Set

Each CPU instruction is 32 bits long. Figure 2 shows the
three instruction formats: I-type (immediate), J-type
(jump), and R-type (register). Using only these three
instruction formats simplifies instruction decoding;
more complicated (and less frequently used) opera-
tions and addressing modes can be synthesized by the
compiler using sequences of these simple instructions.

10

Figure 1. CPU Registers
General-Purpose Registers

63 31 [

Multiply and Divide Registers

63 3t )
| H |
63 31 0
| Lo |

Program Counter
63 31 0

| PC |

Note: Register width (32 or 64 bits) depends on mode of operation.

Figure 2. CPU Instruction Formals
I-Type (Immediate)

31 26 25 21 20 16 16 o]
| op ’ s I rt | immediate |
J-Type (Jump)

31 26 26 0
| op l target I
R-Type (Register)

31 26 25 21 20 16 15 1110 65 0
| op | rs | rt | rd | sa | funct |
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The instruction set can be divided into the following

groups:

e Load and Store instructions move data between
memory and general registers. They are all Itype
instructions, since the only addressing mode sup-
ported is base register plus 16-bit, signed immediate
offset.

e Computational instructions perform arithmetic,
logical, shift, multiply, and divide operations on
values in registers. They occur in both R-type format
(operands and result are stored in registers) and
I-type format (one operand is a 16-bit immediate
value).

e Jump and Branch instructions change the control
flow of a program. Jumps are always to a paged,
absolute address formed by combining a 26-bit
target address with the high-order bits of the Pro-
gram Counter (J-type format) or register addresses
(R-type format). Branches have 16-bit offsets relative
to the program counter (I-type). JumpAndLink in-
structions save a return address in register 31.

e Coprocessor instructions perform operations in
the coprocessors. Coprocessor load and store in-
structions are I-type.

e Coprocessor 0 instructions perform operations on
CPO registers to manipulate the memory manage-
ment and exception handling facilities of the proces-
sor. Table 1 lists these instructions.

e Special instructions perform system calls and
breakpoint operations. These instructions are al-
ways R-type.

e Exception instructions cause a branch to the gen-
eral exception-handling vector based upon the re-
sult of a comparison. These instructions occur in
both R-type format (operands and result are stored
in registers) and I-type format (one operand is a
16-bit immediate value).

Table 2 is the instruction set (ISA) common to all
VR-Series processors. Table 3 lists VR44008C micro-
processor instructions that are extensions to the ISA.
These instructions result in code space reductions,
multiprocessor support, and improved performance in
operating system kernel code sequences and in situa-
tions where run-time bounds checking is frequently
performed.

Table 1. CPO Instructions

op Description

DMFCO Doubleword Move from CPO
DMTCO Doubleword Move to CPO
MTCO Move to CPO

MFCO Move from CPO

TBLR Read Indexed TLB Entry
TLBWI Write Indexed TLB Entry
TLBWR Write Random TLB Entry
TLBP Probe TLB for Matching Entry
ERET Exception Return

Table 2. CPU Instruction Set (ISA)

OP

Description

Load and Store Instructions

LB Load Byte

LBU Load Byte Unsigned
LH Load Halfword

LHU Load Halfword Unsigned
w Load Word

LWL Load Word Left
LWR Load Word Right
sB Store Byte

SH Store Halfword

swW Store Word

SWL Store Word Left
SWR Store Word Right

Arithmetic Instructions (ALU Immediate)

ADDI Add immediate

ADDIU Add Immediate Unsigned

SLTI Set on Less Than Immediate
SLTIU Set on Less Than immediate Unsigned
ANDI AND Immediate

ORI OR Immediate

XORI Exclusive OR immediate

LUl Load Upper Immediate
Arithmetic Instructions (3-operand, R-type)
ADD Add

ADDU Add Unsigned

suB Subtract

SUBU Subtract Unsigned

SLT Set on Less Than

SLTU Set on Less Than Unsigned

11
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Table 2. CPU Instruction Set (ISA) (cont)

Table 2. CPU Instruction Set (ISA) (cont)

oP Description oP Description
Arithmetic Instructions (3-operand, R-type) (cont) CFCz Move Control from Coprocessor z
AND AND COPz Coprocessor Operation z
OR OR BCzT Branch on Coprocessor z True
XOR Exclusive OR BCzF Branch on Coprocessor z False
NOR NOR Special Instructions
Shift Instructions SYSCALL System Call
SLL Shift Left Logical BREAK Break
SRL Shift Right Logical .
—— - - Table 3. Extensions to the ISA
SRA Shift Right Arithmetic
OP Description
SLLVY Shift Left Logical Variable
SRLV Shift Right Logical Variable Load and Store Instructions
SRAV Shift Right Arithmetic Variablo Lb Load Doubleword
N . . R LDL Load Doubleword Left
Multiply and Divide Instructions o8c Joubleword e
LDR Load Doubleword Right
MULT Multiply 9
- LL Load Linked
MULTU Multiply Unsigned
- LLD Load Linked Doubleword
DIV Divide
Lwu Load Word Unsigned
Divu Divide Unsigned
SC Store Conditional
MFEHI Move from HlI
SCD Store Conditional Doubleword
MTH! Move to HI
8D Store Doubleword
MFLO Move from LO
SDL Store Doubleword Left
MTLO Move to LO
SDR Store Doubleword Right
Jump and Branch Instructions
SYNC Sync
J Jump - " - -
- Arithmetic Instructions (ALU Immediate)
JAL Jump and Link
- DADDI Doubleword Add Immediate
JR Jump Register
- DADDIU Doubleword Add Immediate Unsigned
JALR Jump and Link Register
BEQ Branch on Equal Arithmetic Instructions (3-operand, R-type)
BNE Branch on Not Equal DADD Doubleword Add
BLEZ Branch on Less Than or Equal to Zero DADDY Doubleword Add Unsigned
BGTZ Branch on Greater Than Zero psus Doubleword Subtract
BLTZ Branch on Less Than Zero bsuBU Doubleword Subtract Unsigned
BGEZ Branch on Greater Than or Equal to Zero Shift Instructions
BLTZAL Branch on Less Than Zero and Link DsLL Doubleword Shift Left Logical
BGEZAL Branch on Greater Than or Equal to Zero and DSRL Doubleword Shift Right Logical
Link DSRA Doubleword Shift Right Arithmetic
Coprocessor Instructions DSLLV Doubleword Shift Left Logical Variable
LWCz Load Word to Coprocessor z DSRLV Doubleword Shift Right Logical Variable
SWCz Store Word from Coprocessor z DSRAV Doubleword Shift Right Arithmetic Variable
MTCz Move to Coprocessor z DSLL32 Doubleword Shift Left Logical+32
MFCz Move from Coprocessor z DSRL32 Doubleword Shift Right Logical+32
CTCz Move Control to Coprocessor z DSRA32 Doubleword Shift Right Arithmetic+32
12
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Table 3. Extensions to the ISA (coni) Data Formats and Addressing
oe Description The VR4400SC microprocessor uses four data formats:
Multiply and Divide Instructions 64-bit doubleword, 32-bit word, 16-bit halfword, and
DMULT Doubleword Multiply 8:b|t bé(.te. Thel. b}lte o;qerl;lg is configurable as either
DMULTU Doubleword Multiply Unsigned big-endian or litle-endian format.
DDV Doubleword Divide Note: Endianness refers to the location of byte 0 within a
multibyte structure.
DDIVU Doubleword Divide Unsigned
Jump and Branch Instructions Figures 3and flshow the orde.rlr!g of by.tes within words
- and the ordering of words within multiple-word struc-
BEQL Branch on Equal Liksly tures for the big-endian and liitle-endian conventions
BNEL Branch on Not Equal Likely R : A i
SLEZL Branah om Loss Th Eaual to Zora Liket When the VR4400SC is configured as a big-endian
ronch on Less Than or Bqua’to 2efo Hikely system, byte 0 is the most-significant (leftmost) byte,
BaTZL Branch on Greater Than Zero Likely thereby providing compatibility with MC68000™ and
BLTZL Branch on Less Than Zero Liksly IBM 3702 conventions. This configuration is shown in
BGEZL Branch on Greater Than or Equal to Zero Likely figure 3.
BLTZALL Branch on Less Than Zero and Link Likel . S
t4 Figure 3. Addresses of Bytes Within Words;
BGEZALL Branch on Greater Than or Equal to Zero and Big-Endian Byte Alignment
Link Likely Word
BCzTL Branch on Coprocessor z True Likely 31 24 23 16 15 87 0 Address
BCzFL Branch on Coprocessor z False Likely 8 9 10 11 8
Exception Instructions 4
TGE Trap if Greater Than or Equal [¢] 1 2 3 o
TGEU Trap if Greater Than or Equal Unsigned
TLT Trap if Less Than & Most-significant byte is at lowest address.
- - o Word is addressed by byte address of most-significant byte.
TLTU Trap if Less Than Unsigned
TEQ Trap if Equal
TNE Trap if Not Equal In a little-endian system, byte 0 is always the least-
TGEI Trap if Greater Than or Equal Immediate significant (rightmost) byte, which is compatible with
H ™ T™ H t H
TGEIU Trap if Greater Than or Equal Immediate IAPX _X86 and DEC Vi conventions. This configu-
Unsigned ration is shown in figure 4.
LT Trap if Less Than Immediate MC68000 is a trademark of Motorola, Inc; IBM 370 is a registered
TLTIU Trap if Less Than Immediate Unsigned trademark of International Business Machines Corp; IAPX Is a trade-
mark of Intel Corp; DEC VAX is a trademark of Digital Equipment
TEQI Trap if Equal Immediate Corp.
TNE! Trap if Not Equal Immediate
Coprocessor Instructions Figure 4. Asldresses_ of Bytes l.VIthln Words;
Little-Endian Byte Alignment
DMFCz Doubleword Move from Coprocessor z Word
DMTCz Doubleword Move to Goprocessor z 31 24 23 16 15 87 (0] Address
LbCz Load Doubleword to Coprocessor z 11 10 9 8
SDCz Store Doubleword from Coprocessor z 7 6 5 4
3 2 1
0

® | east-significant byte is at lowest address.
e Word is addressed by byte address of least-significant byte.

13
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In this data sheet, bit 0 is always the least-significant = words with one additional instruction cycle over that
(rightmost) bit; thus, bit designations are always little- required for aligned words. For each of the two endian-
endian (although no instructions explicitly designate = ness conventions, figure 7 shows the bytes that are
bit positions within words). accessed when addressing a misaligned word with
byte address 3.
Figures 5 and 6 show byte alignment in doublewords.
Figure 7. Example of Misaligned Words:

Figure 5. Addresses of Bytes Within Byte Address 3
Doublewords; Big-Endian Byte Big Endian
Alignment
Doubloword 81 24 23 16 15 87 0
64 0 Address 4 5 6 Higher
1617 | 18|19 |20 |21 | 22| 23| 4 3 Address
9 10 [ 11 12 | 18 | 14 | 15
tj2]sj4]s5)]6}7 0 Little Endian
o Most-significant byte is at lowest address. 31 2423 16 15 87 o
o Word is addressed by byte address of most-significant byte. 6 5 4 Lower
3 Address
Figure 6. Addresses of Bytes Within
Doublewords; Little-Endian Byte
Alignment System Control Coprocessors
Doubleword
64 0 Address The MIPS ISA allows up to four coprocessors, CPO
2 122 121 L 201 101 w1 17 1 1 s through CP3.. Coprf)cessor CP1 is reserved for the
on-chip, floating-point coprocessor. Coprocessor CP2
w1418 12| 11| 0|9 |8 8 is reserved for future definition by MIPS, and the
7 6 5 4 3 2 1 0 0 encoding for coprocessor CP3 is used to provide cer-
o _ tain extensions to the MIPS ISA. Coprocessor CPO is
® Least-significant byte is at lowsst address. also incorporated on the CPU chip and supports the

least-significant byte. R R
® Word is addressed by byte address of least-significant byte. virtual memory system and exception handling. The

virtual memory system is implemented with an on-chip
The CPU uses byte addressing for halfword, word, and  TLB and a group of programmable registers as de-
doubleword accesses with the following alignment  scribed in figure 8.

constraints.

e Halfword accesses must be aligned on an even byte Copr'ocessor CPO translates virtual agdresses into
boundary (0, 2, 4. . .). physical addresses and manages exceptions and tran-
$ . sitions between kernel, supervisor, and user states. It

* Word accesses must be aligned on a byte boundary 554 controls the cache subsystem and provides diag-

divisible by 4 (0,4, 8... ). nostic control and error recovery facilities. The
¢ Doubleword accesses must be aligned on a byte  VR4400SC microprocessor also provides a generic sys-
boundary divisible by 8 (0, 8, 16. . .). tem timer for interval timing, timekeeping, process

As shown in figures 5 and 6, the address of a multiple- ~ @ccounting, and time-slicing.

byte data item is the address of the most-significant  The CPO registers shown in figure 8 and described in
byte on a big-endian configuration, or the address of  aple 4 manipulate the memory management and ex-
the least-significant byte on a little-endian configura-  caption handling capabilities of the CPU.

tion.

Special instructions are provided for loading and stor-
ing words that are not aligned on 4-byte (word) or
8-byte (doubleword) boundaries: LWL, LWR, SWL,
SWR, LDL, LDR, SDL, SDR. These instructions are
used in pairs to provide addressing of misaligned

14
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Figure 8. System Control Coprocessor

Table 4. System Control Coprocessor CP0O

CPO Registers Registers (cont)
No. Register Description
0 Conflg 16 19 WatchHi Memory reference trap address, high bits
1 LLAdde 7 20 XContext  Pointer to kernel virtual PTE tablo in 64-bit
2 Waichto 18 addressing mode
EntryLo1 3 WalchHI 19 2. — Reserved
4 XContext 20 25
Pageiask 5 26 ECC Secondary-cache ECC and primary parity
j 7 CacheErr Cache error and status register
BadVAddr 8 28 Taglo Cache tag register
Count 9 29 TagHi Cache tag register
10 ECC 26 30 ErrorEPC Error exception program counter
Compara 11 CacheEmr 27 31 — Reserved
SR 12 TaglLo 28
Causs 13 TagHi 29 . . .
SFC 14 p—r 20 Floating-Point Unit (FPU)
PRI 5 The Floating-Point Unit (FPU) operates as a coproces-
sor for the CPU and extends the CPU instruction set to
[ Exception Processing I temory Management Raserved perform arithmetic operations on values in floating-
ceAD A ) point representations. The FPU, with associated sys-

Table 4. System Control Coprocessor CP0O
Registers

No. Register

Description

0 Indiox Programmablo pointer into TLB array precision or double-precision values. The 16 additional
1 Random Pseudorandom pointer into TLB array (read  floating-point registers are enabled by setting the FR
- only) bit in the Status register. The FPU also includes a 32-bit .
2 EntryLo0 Low half of TLB entry for even VPN Status/Control register that provides access to all
3 EntryLod Low half of TLB entry for odd VPN IEEE-Standard exception handling capabilities.
4 Conteoxt Pointer to kernel virtual PTE table in 32-bit Load and Store Instruction Set. Like the CPU, the FPU
addressing mode uses a load- and store-oriented instruction set.
5 PageMask TLB page mask Floating-point operations are started in a single cycle
6 Wired Number of wired TLB entries and their exgcutiop is overlgpped with other fixed-
7 — Rosarvod point or floating-point operations.
8 BadVAddr Bad virtual address Tightly Coupled Coprocessor Interface. The on-chip
5 Cout Tior count FPU appears to the programmer as an extension of the
T . =
- - CPU (the FPU is accessed as Coprocessor CP1). This
10 EntryHi High half of TLB entry forms atightly coupled unit with a seamless integration
1 Compare Timer compare of floating-point and fixed-point instruction sets. Since
12 SR Status register each unit rece_ives and executes instructions in paral-
- - lel, some floating-point instructions can execute at the
13 Cause Cause of last exception 3 . . .
same rate (two instructions per cycle) as fixed-point
14 EPC Exception program counter instructions.
15 PRId Processor revision identifier
16 Config Configuration register Cache Memory Hlerarchy
17 LLAddr Load linked address To achieve its high performance in uniprocessor sys-
18 WatchLo Memory reference trap address, low bits tems, the VR4400SC microprocessor supports a cache

Power ed by | Cnmi ner.

tem software, fully conforms to the requirements of
ANSI/IEEE Standard 754-1985, “IEEE Standard for Bi-
nary Floating-Point Arithmetic.”

Full 64-Bit Operation. The FPU contains 16 64-bit reg-
isters or, optionally 32 64-bit registers that hold single-

memory hierarchy that increases memory access

15
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bandwidth and reduces the latency of load and store
instructions. The two-level cache memory hierarchy
consists of on-chip instruction and data caches and an
optional external secondary cache that can vary in
size from 128 Kbytes to 4 Mbytes.

The secondary cache is assumed to be one bank of
industry-standard static RAM (SRAM) with output en-
ables. The secondary cache consists of a quadword
(128-bit) wide data array and a 25-bit wide tag array.
Check fields are added to both the data and tag arrays
to improve data integrity. The secondary cache may be
configured as either a joint cache or split instruction/
data cache. The maximum secondary cache size is 4
Mbytes and the minimum is 128 Kbytes for a joint cache
and 256 Kbytes for split instruction/data cache. The
secondary cache is direct-mapped and is addressed
with the lower part of the physical address.

On-Chip Caches. The VR4400SC incorporates on-chip
16-Kbyte instruction and data caches to keep the high-
performance pipeline full. Each cache has its own
64-bit data path that can be accessed in parallel. The
caches can be accessed twice in one cycle. Combining
this feature with a pipeline, single-cycle access of each
cache, the cache subsystem provides the integer and
floating-point units with an aggregate bandwidth of 1.6
Gbytes per second at a MasterClock frequency of 50
MHz.

Secondary Cache Interface. The VR4400SC provides
all of the secondary cache control circuitry, including
ECC protection, on chip. The secondary cache inter-
face consists of a 128-bit data bus, a 25-bit tag bus, an
18-bit address bus, and SRAM control signals. The
128-bit wide data bus minimizes cache miss penalty,
and allows the use of standard low-cost SRAMSs in the
secondary cache design.

Memory Management System

The VR4400SC microprocessor has a physical address-
ing range of 64 Gbytes (36 bits). However, since most
systems implement a physical memory smaller than 4
Gbytes, the CPU provides a logical expansion of mem-
ory space by translating addresses composed in a
large virtual address space into available physical
memory addresses. In 32-bit mode, the virtual address
space is divided into 2 Gbytes per user process and 2
Gbytes for the kernel. In 64-bit mode, each 2-Gbyte
space is expanded to 1 Tbyte.

Translation Lookaside Buffer (TLB). Virtual memory
mapping is assisted by a TLB that caches virtual
address translations. The fully-associative, on-chip
TLB contains 48 entries, and each of these entries

16

maps a pair of variable-sized pages (page size varies
from 4 Kbytes to 16 Mbytes, increasing by multiples of
4).

An address translation value is tagged with the most-
significant bits of its virtual address (the number of
these bits depends on page size) and a per-process
identifier. If there is no matching entry in the TLB, an
exception is taken and software refills the on-chip TLB
from a Page Table resident in memory. An entry chosen
at random is replaced to make way for the new one.
This TLB is referred to as the JTLB.

The VR4400SC also has a two-entry instruction TLB
(ITLB) to assist in instruction address translation. The
ITLB is completely invisible to software and is present
for performance reasons only.

Operating Modes. The VR4400SC has three operating
modes: User, Kernel, and Supervisor. The CPU nor-
mally operates in user mode until an exception is
detected, forcing it into kernel mode. It remains in
kernel mode until an Exception Return (ERET) instruc-
tion is executed. The supervisor mode can be used to
design secure operating systems. The manner in which
memory addresses are translated or mapped depends
on the CPU operating mode.

Superpipeline Architecture

The VR4400SC microprocesor exploits instruction-level
parallelism using a superpipelined implementation.
The VR4400SC has an eight-stage superpipeline that
places no restrictions on the instruction issued. Under
nomal circumstances, any two instructions are issued
each cycle.

Theinternal pipeline of the VR4400SC operates at twice
the frequency of the master clock. This is shown in
figure 9. The eight-stage superpipeline of the CPU
achieves high throughput by pipelining cache ac-
cesses, shortening register access times, implement-
ing virtual indexed primary caches, and allowing the
latency of functional units to span multiple pipeline
clock cycles (pcycles). In the rest of this document, the
internal pipeline clock and clock cycles are often re-
ferred to as pclock and pcycles, respectively.
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Instruction Execution. The execution of a single
VR4400SC instruction consists of the following eight
primary steps:

IF  Instruction fetch, first half. Virtual address is
presented to the |-cache and TLB.

IS Instruction fetch, second half. The I-cache
outputs the instruction and the TLB
generates the physical address.

RF Register file. Three activities occur in parallel:
— Instruction is decoded and a check is
made for interlock conditions.
— Instruction tag check is made to
determine if there is a cache hit or not.
— Operands are fetched from the register
file.

EX Instruction execute. One of three activities
can occur:

— If the instruction is a register-to-register
operation, an arithmetic, logical, shift,
multiply, or divide operation is performed.

— If the instruction is a load and store, the
data virtual address is calculated.

— If the instruction is a branch, the branch
target virtual address is calculated and
branch conditions are checked.

DF Data cache, first half. A virtual addres is
presented to the D-cache and TLB.

DS Data cache, second half. The D-cache outputs
the instruction and the TLB generates the
physical address.

TC Atag check is performed for loads and stores
to determine if there is a hit or not.

WB Write back. The instruction result is written
back to the register file.

The VR4400SC microprocessor uses an eight-stage
pipeline; thus, execution of eight instructions at atime
results in overlapping as shown in figure 9,

Uncached Store Buffer. The VR4400SC contains an
uncached store buffer to improve the performance of
uncached stores over that available from VR4000 pro-
cessors. When an uncached store reaches the write-
back (WB) stage in the CPU pipeline, the CPU must stall
until the store is sent off-chip. In the VR4400SC, a
single-entry buffer stores this uncached WB-stage
data on the chip without stalling the pipeline.

If asecond uncached store reaches the WB stage inthe
VR4400SC before the first one is moved off-chip, the
CPU stalls until the store buifer clears the first un-
cached store. To avoid this stall, the compiler can
insert seven instruction (NOP) cycles between the two

uncached stores. If the two uncached stores execute
within a loop, the two killed instructions, part of the
loop branch latency, should be included in the count of
seven interpolated cycles.

The timing requirements of the system interface govern
the latency between uncached stores. Back-to-back
stores can be sent across the interface at a maximum
rate of one store for every four external cycles in
SClock divide-by-two mode.

Exception Processing

The VR4400SC handles exceptions from a number of
sources, including TLB missed, arithmetic overflows,
1/O interrupts, and system calls. When the CPU detects
an exception, the normal sequence of instruction exe-
cution is suspended; the processor exits the current
mode and enters Kernel mode. The processor then
disables interrupts and forces execution of a software
handler located at a fixed address. The handler saves
the context of the processor, including the contents of
the program counter, the current operating mode, and
the status of the interrupts. This context must be
restored when the exception has been handled.

When an exception occurs, the CPU loads the Excep-
tion Program Counter (EPC) with a restart location
where execution may resume after the exception has
been serviced. The restart location in the EPC is the
address of the instruction that caused the exception
or, if the instruction was executing in a branch delay
slot, the address of the branch instruction immediately
preceding the delay slot.

A new bit, EW is added in the VR4400SC CacheErr
register to indicate if a cache error occurs while han-
dling external requests. The error gets masked if the
processor is executing in an exception handler. In such
situations, cache coherency may not hold.

System Interface

The VR4400SC supports a 64-bit system interface that
can be used to construct uniprocessor systems with a
direct DRAM interface and a secondary cache inter-
face. The interface consists of a 64-bit multiplexed
address and data bus with 8 check bits and a 9-bit
parity-protected command bus. In addition, there are
eight handshake signals. The interface has a simple
timing specification and is capable of transferring data
between the processor and memory at a peak rate of
400 Mbytes/second at 50 MHz.

17
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Figure 9. Eight-Stage Pipeline
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Processor Interrupts

The VR4400SC supports one hardware interrupt, two
software interrupts, and a nonmaskable interrupt. The
processor’s hardware interrupt is accessible via exter-
nal write requests. The nonmaskable interrupt is acces-
sible via external write requests and a dedicated pin.

External writes to the processor are directed, based on
a processor internal address map, to various processor
internal resources. An external write to any address
with SysAD(6:4) = 0 writes to an architecturally trans-
parent register called the Interrupt register. During the
data cycle, SysAD(21:16) are the write enables for the 6
individual Interrupt register bits and SysAD(5:0) are the
values to be written into these bits. This allows any
subset of the Interrupt register to set and clear with a
single write request. In the VR4400SC, bits 5:0 of the
Interrupt register are directly readable as bits 15:10 of
the Cause register. Bit 6 of the Interrupt register is
ORed with the current value of nonmaskable interrupt
pin NMI to form the nonmaskable interrupt input to the
processor.

Compatibility

Although the R4400 architecture has the new Master/
Checker mode to support two processors that can be
configured as a lock-stepped pair to improve the data
integrity, the VR4400SC microprocessor does not pro-
vide this function because it cannot be used in the

18

multiprocessor system. Therefore, only Complete Mas-
ter mode can be configured during boot-time mode bit
setting.

The VR4400SC microprocessor provides complete ap-
plication software compatibility with the MIPS R2000,
R3000, and R6000 processors. Although the architec-
ture has evolved in response to a compromise between
software and hardware resources in the computer
system, this evolution maintains object-code compat-
ibility for programs that execute in user mode. Like its
predecessors, the VR4400SC implements the MIPS In-
struction Set Architecture (ISA) for user-mode pro-
grams; guaranteeing that the programs will execute on
any MIPS hardware implementation.

ERROR CHECKING AND CORRECTING

The error checking and correcting (ECC) code of
VR4400SC detects and sometimes corrects errors
caused by system noise, power surges, and alpha
particles during data movements. The processor does
two types of error checking: parity error detection and
single-bit error correction/double-bit error detection
(SECDED).

Parity Error Detection

Parity is the simplest error detection scheme. By ap-
pending a parity bit to the end of an item of data,
single-bit errors can be detected —but not corrected.
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There are two types of parity:

(1) Odd Parity. If the data is all 0s or has an even
number of 1s, the parity bit set to 1 makes the total
number of 1s odd.

(2) Even Parity. If the data has an odd number of 1s, the
parity bit setto 1, makes the total number of 1s even.

The example below shows odd and even parity bits for
various data values,

Data(3:0 Odd Parity Even Parity
0110 1 0
0000 1 0
1111 1 0
1101 0 1

Parity allows single-bit error detection, but it does not
identify the bit in error. For example, suppose an odd-
parity value of 00011 arrives. The last bit is the parity
bit, and since odd parity demands an odd number (1, 3,
5) of 1s, this datais in error: it has an even number of 1s.
However, it is impossible to tell which bit is in error. To
resolve this problem, SECDED ECC was developed.

Secondary Cache Protection

The ECC code chosen for secondary cache data bus
and tag bus protection is single-bit error correction and
double-bit error detection (SECDED) code. The
SECDED ECC code is an improvement upon the parity
scheme; not only does it detect single-bit and certain
multibit errors, it corrects single-bit errors.

Secondary Cache Data Bus. The SECDED ECC code
protecting the secondary cache data bus has the
properties listed below.

Corrects single-bit errors.
Detects double-bit errors.
Detects 3- or 4-bit errors within a nibble.

Provides 64 data bits protected by 8 check bits, and
yields 8-bit syndromes. (The syndrome is a gener-
ated value used to detect an error and locate the
position of the single bit in error.)

e |t is a minimal-length code; each parity tree used to
generate the 8-bit syndrome has only 27 inputs, the
minimum number possible.

e Provides byte exclusive-ORs (XORs) of the data bits
as part of the XOR trees used to build the parity
generators. This allows selection of byte parity out
of the XOR trees that generate or check the code.

e Single-bit errors are indicated either by syndromes
that contain exactly three 1s, or syndromes that

contain exactly five 1s in which bits 0-3 or bits 4-7 of
the syndrome are all 1s.

e Double-bit errors are indicated by syndromes that
contain an even number of 1s.

e 3-bit errors within a nibble are indicated by syn-
dromes that containfive 1s in which bits 0-3 and bits
4-7 of the syndrome are not all 1s.

e 4-bit errors within a nibble are indicated by syn-
dromes that contain four 1s. Because this is an even
number of 1s, 4-bit errors within a nibble look like
double-bit errors.

Secondary Cache Tag Bus. The SECDED ECC code
protecting the secondary cache tag bus has the follow-
ing properties.

e Corrects single-bit errors.
e Detects double-bit errors.
o Detects 3- or 4-bit errors within a nibble.

e Provides 25 data bits protected by 7 check bits,
yielding 7-bit syndromes.

e Provides byte XORs of the data bits as part of the
XOR trees used to build the parity generators. This
allows selection of byte parity out of the XOR trees
that generate or check the code.

e Single-bit errors are indicated by syndromes that
contain exactly three 1s. This makes it possible to
decode the syndrome to find which data bit is in
error with three-input NAND gates. For the check
bits, a full 7-bit decode of the syndrome is required.

e Double-bit errors are indicated by syndromes that
contain an even number of 1s.

e 3-bit errors within a nibble are indicated by syn-
dromes that contain either five 1s or seven 1s.

e 4-bit errors within a nibble are indicated by syn-
dromes that contain either four 1s or six 1s, Because
these are even numbers of 1s, 4-bit errors within a
nibble look like double-bit errors.

Error Checking Operation

The processor verifies data correctness by using either
the parity or the SECDED code as it passes data from
the system interface to the secondary cache, or as it
moves data from the secondary cache to the primary
caches or to the system interface.

System Interface. An 8-bit system address and data
check bus, SysADC(7:0), contains check bits for the
SysAD bus. The processor generates correct check
bits for doubleword, word, or partial-word data trans-
mitted to the system interface. As it checks for data
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correctness, the processor passes data check bits from
the secondary caches, directly without changing the
bits, to the system interface. However, the processor
does not check datareceived from the system interface
for external updates and external writes. By setting the
NChck bit in the data identifier, it is possible to prevent
the processor from checking read response data from
the system interface.

The processor does not check addresses received from
the system interface, but does generate correct check
bits for addresses transmitted to the system interface.

The processor does not contain a data corrector;
instead, the processor takes a cache error exception
when it detects an error based on data check bits.
Software, in conjunction with an off-processor data
corrector, is responsible for correcting the data when
SECDED code is employed.

System Interface Command Bus. In the VR4400SC
processor, the system interface command bus has a
single parity bit, SysCmdP, that provides even parity
over the 9 bits of this bus. The SysCmdP parity bit is
generated when the system interface is in master
state, but it is not checked when the system interface is
in slave state. The input parity is reported through the
Fault pin.

Secondary Cache Data Bus. The 16 check bits, SCD-
Chk(15:0), for the 128-bit secondary cache databus are
organized as 8 check bits for the upper 64 bits of data
and 8 check bits for the lower 64 bits of data.

System Interface and Secondary Cache Data Bus.
The 8 check bits, SysADC(7:0), for the system address
and data bus provide even-byte parity or are generated
in accordance with a SECDED code that also detects
any 3- or 4-bit error in anibble. The 8 check bits for each
half of the secondary cache data bus are always
generated in accordance with the SECDED code.

Secondary Cache Tag Bus. The 7 check bits, SC-
TChk(6:0), for the secondary cache tag bus are gener-
ated in accordance with the SECDED code, which also
detects any 3- or 4-bit error in a nibble.

The processor generates check bits for the tag when it
is written into the secondary cache and checks the tag
whenever the secondary cache is accessed.

The processor contains a corrector for the secondary
cache tag; the tag corrector is not in-line for processor
accesses due to primary cache misses. The processor
traps when a tag error is detected on a processor
access due to a primary cache miss. Software, using
the processor cache management primitives, is re-
sponsible for correcting the tag. When executing the
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cache management primitives, the processor uses the
corrected tag to generate write back addresses and
cache state.

For external accesses, the tag corrector is in-line; that
is, the response to external accesses is based on the
corrected tag. The processor still traps on tag errors
detected during external accesses to allow software to
repair the contents of the cache if possible.

BASIC FUNCTIONS

The new speed-doubler feature has been added to the
VR4400SC microprocessor to increase performance.
The VR4400SC is driven by the MasterClock frequency
and generates the internal core clock, PClock, to drive
the internal operation. The PClock frequency is twice
the MasterClock frequency. Since the VR4400SC has a
clock doubler driving its core, but not its system inter-
face, it provides much higher performance than R3000
series microprocessors. The system interface clocks
are generated by the CPU and are either the same as or
half the MasterClock frequency. The internal PLL
(phase-locked loop) logic is used to synchronize all the
reproduced clocks and eliminate clock skew.

The VR4400SC has a 64-bit multiplexed address and
data bus with 8 check bits, a 9-bit parity-protected
command bus, and eight system interface handshake
signals. The interface has a simple timing specification
and is capable of transferring data between the pro-
cessor and memory at a peak rate of 400 Mbytes/
second at 50 MHz.

The VR4400SC supports the secondary cache inter-
face by driving a 128-bit data bus with 16 ECC (Error
Checking and Correcting) bits, 25-bit tag access bus
with 7 ECC bits, 17-bit address bus with 4 duplicated
address 0 bits, and 3-bit even parity bus. In addition,
there are 7 secondary cache interface bits for control-
ling the flow of secondary cache accessing.

SYSTEM INTERFACE

A system event is an event that occurs within the
processor and requires access to external system
resources. When a system event occurs, the processor
issues a request or a series of requests called proces-
sor requests through the system interface to access
some external resource and service the event. The
processor's system interface must be connected to
some external agent that understands the system
interface protocol and can coordinate the access to
system resources. System events include:
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e Aload that misses in both the primary and second-
ary caches.

e A store that misses in both the primary and second-
ary caches.

e An uncached load or store.

On load or store miss in both caches, the cache line
being replaced will be written back to main memory if it
is in a dirty cache state, Under certain conditions, the
cache operation instruction will also cause system
events.

Processor Requests

A processor request is a request or a series of requests
through the system interface to access some external
resource. Processor requests include read, write, and
null write requests.

Processor Read Requests. When a processor issues a
read request, the external agent must access the spec-
ified resource and return the requested data.

A processor read request can be split from the external
agent’s return of the requested data; in other words,
the external agent can initiate an unrelated external
request before it returns the response data for a pro-
cessor read. A processor read request is completed
after the last word of response data has been received
from the external agent.

Note that the data identifier associated with the re-
sponse data can signal that the returned data is erro-
neous, causing the processor to take a bus error.

Processor read requests that have been issued, but for
which data has not yet been returned, are said to be
pending. A read remains pending until the requested
read data is returned.

The external agent must be capable of accepting a
processor read request when these two conditions are
met:

® There is no processor read request pending.
¢ The signal RdRdy has been asserted for two or more
cycles.

Processor Write Requests. When a processor issues a
write request, the specified resource is accessed and
the data is written to it. (Processor write requests are
described here; external write requests are described
later)

A processor write request is complete after the last
word of data has been transmitted to the external
agent.

The external agent must be capable of accepting a
processor write request when these two conditions are
met:

e There is no processor read request pending.
e The signal WrRdy has been asserted for two or more
cycles.

Processor Null Write Requests. The processor nuli
write request indicates that an expected write has
been obviated as a result of some external request.
Since the processor accepts external requests be-
tween the issue of a read-with-write-forthcoming re-
quest that begins a cluster and the issue of the write
request that completes a cluster, it is possible for an
external request to eliminate the need for the write
request in the cluster.

For example, if the external agent issued an external
invalidate request that targeted the cache line the
processor was attempting to write back, the state of
the cache line would be changed to invalid and the
write back for the cache line would no longer be
needed. In this event, the processor issues a processor
null write request after completing the external request
to complete the cluster.

Processor null write requests do not obey the WrRdy
flow control rules for issuance; rather they issue with a
single address cycle regardless of the state of WrRdy.
Any external request that changes the state of a cache
line from dirty exclusive or dirty shared to clean exclu-
sive, shared, or invalid obviates the need for a write
back of that cache line.

External Requests

The external request is arequest that an external agent
issues to access the processor’s caches or status
registers through the system interface.

External Read Request.In contrast to a processor
read request, data is returned directly in response to an
external read request; no other requests can be issued
until the processor returns the requested data. An
external read request is complete after the processor
returns the requested word of data.

The data identifier associated with the response data
can signal that the returned data is erroneous, causing
the processor to take a bus error.

Note: The processor doas not contain any resources that
are readable by an external read request; in response
to an external read request, the processor returns
undefined data and a data identifier with its Erroneous
Data bit (SysCmd5) sst.
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External Write Request. When an external agent is-
sues a write request, the specified resource is ac-
cessed and the data is written to it. An external write
request is complete after the word of data has been
transmitted to the processor.

The only processor resource available to an external
write request is the Interrupt register.

External Null Request. An external null request re-
quires no action by the processor. It simply provides a
mechanism for an external agent to either return con-
trol of the secondary cache to the VR4400SC, or to
return the system interface to the master state without
affecting the processor.

Read Response Request

Technically, the read response request is an external
request, but it has different characteristics than all
other external requests. Thus, the system interface
arbitration will not be performed for response re-
quests. For this reason, the response request will be
treated separately from all other external requests and
called simply Response Request.

Flow Control Requests

The processor must manage the flow of processor
requests and external requests. The processor con-
trols the flow of external requests by the external
request arbitration signals ExtRgst and Release, An
external agent must acquire mastership of the system
interface before submitting to an external request. The
external agent submits a request by asserting ExtRgst
and waiting for the processor to assert Release for one
cycle. The processor will not assert Release until it is
ready to accept an external request. Mastership of the
system is always returned to the processor after an
external request has been issued, and the processor
will not accept a subsequent external request until it
has finished the current one.

While attempting to issue a processor request, the
processor will accept the external request and respond
to ExtRgst by releasing the system interface to slave
state. The processor can complete its entire request
before an external request or release the system inter-
face to slave state for the external request and reissue
the processor request after completion of the external
request. Note that the rules for governing the issue
cycle are strictly applied to determine the processor
action.

The processor provides signals RdRDY and WrRdy to
allow an external agent to manage the flow of proces-
sor requests. RdRdy controls the flow of processor
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read, invalidate, and update requests; WrRdy controls
the flow of processor write requests. Processor null
write requests must always be accepted, since they
cannot be delayed by either RdRdy or WrRdy.

The processor samples RdRdy to determine the issue
cycle for a processor read, invalidate, or update request
defined to be the first address cycle for the request that
asserted RdRdy two cycles previously. And the proces-
sor samples WrRdy to determine the issue cycle for a
processor write request that is defined to be the first
address cycle for the request that asserted WrRdy two
cycles previously. If the processor issues aread or write
request when neither RdRdy nor WrRdy is active, the
processor will repeat the address cycle for the request
until the issue cycle is accomplished.

Once the issue cycle is accomplished, data transmis-
sion will begin for a request that includes data, There
will always be one and only one issue cycle for any
processor request.

Processor requests are managed by the processor in
two distinct modes: nonsecondary cache mode and
secondary cache mode. These modes reflect the pres-
ence or absence of a secondary cache and are pro-
grammable through the boot-time mode control inter-
face

Secondary Cache Mode

A processor in the large configuration package may be
programmed to run either secondary cache mode or
nonsecondary cache mode. In this mode, the proces-
sor issues the requests individually as in nonsecond-
ary mode in groups. These request groups, which lead
with processor read request, are called Clusters.

Cluster. A cluster consists of a processor read request
followed by one or two additional processor requests
issued while the read request is pending. All requests
must be finished before datais returned in response to
the leading read request. The cluster can be read with
forthcoming write and write.

The external agent must accept all requests in the
cluster before returning data in response to the leading
read request. If not, the behavior of the processor is
undefined.

Read With Forthcoming Write Request. The proces-
sor issues a read with forthcoming write request in-
stead of an ordinary read request for the cluster con-
taining the processor write request. It is identified by a
bit in the command for the processor read request. The
write request in the cluster must obey the WrRdy flow
control rule.
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Null Write Request. Since the processor accepts exter-
nal requests between read with forthcoming write re-
quest and write request in the cluster, the processor
might issue the null write request instead of write
request to terminate the cluster. For instance, if the
external agent generates an external invalidate re-
quest to invalidate a cache line that the processor
attempts to write back, the data in this cache line no
longer needs to be written back after being invalidated
by the external agent. Consequently, any external
request that changes the state of a cache line from
dirty to clean or invalidate obviates the need for a write
back of that cache line. The null write request does not
obey the WrRdy flow control rule for issue. It will be
issued regardless of the state of WrRdy.

In the secondary cache mode, an external agent must
be capable of accepting a cluster any time that:

e No processor request is pending.
o RdRdy has been asserted for at least two cycles

Also, it must be capable of accepting a processor write
request any time that:

e Read with forthcoming write request is pending or
no processor request is pending.

o WrRdy has been asserted for at least two cycles.

After issuing a processor read request, the processor
does not issue a subsequent read request until it has
received a response request for the read request,
whether this read request began a cluster or not.

After issuing a processor invalidate or update request,
or after being no longer potential for an invalidate or
update request, the processor does not issue a subse-
quent request until the invalidate or update request has
been acknowledged.

After issuing a write request, the processor does not
issue a subsequent request until at least four cycles
after the issue cycle of the write request.

Nonsecondary Cache Mode

inthis mode, the processor will issue requests in a strict
sequential fashion; that is, the processor is only al-
lowed to have one request pending at any time. The
processor will submit a read request and wait for a
response request before submitting any subsequent
requests. The processor write request is submitted
only if there are no reads pending.

The external agent must be capable of accepting a
processor read/write request at any time when no
processor read request is pending and the signal
RdRdy/WrRdy has been asserted for at least two cy-
cles.

HANDLING REQUESTS

The VR4400SC microprocessor generates a request or
a series of requests through the system interface to
satisfy system events. Processor requests are man-
aged in two distinct modes: secondary cache mode
and nonsecondary cache mode. The following sec-
tions detail the sequence of requests generated by the
processor for each system event in these two cache
modes.

Load Miss

On the load miss in both primary and secondary cache
cycles, the processor must obtain the cache line con-
taining the data element to be loaded from the external
agent before it can proceed.

If a current dirty exclusive cache line will be replaced by
the new cache line, the current cache line must be
written back before the new line can be loaded into the
primary and secondary caches.

The processor examines the coherency attribute in the
TLB entry for the page containing the requested cache
line and executes one of the following.

(1) If the coherency attribute is exclusive, the proces-
sor issues a coherent read request that also re-
quests exclusivity.

(2) If the coherency attribute is noncoherent, the pro-
cessor issues a noncoherent read request.

Secondary Cache Mode. If the current cache line does
not have to be written back and the coherency attribute
for the page containing the requested cache line is not
exclusive, the processor issues a coherent block read
request for the cache line containing the data element
to be loaded.

If the current cache line needs to be written back and
the coherency attribute for the page containing the
requested cache line is exclusive, the processor issues
acluster consisting of an exclusive read with forthcom-
ing write request, followed by a write request for the
current cache line.

Powered by | Cnminer.comEl ectronic-Library Service CopyRi ght 2003

3911b 4Th EMNECE



N E € ELECTRONICS INC

L7E D

VR4400SC (uPD30411)

B Lu42?525 0039117 332 MENECE

NEC

Nonsecondary Cache Mode. If the cache line must be
written back on a load miss, the read request is issued
and completed before the write request is handled. The
processor takes the following steps.

(1) The processor issues a noncoherent read request
for the cache line containing the data element to be
loaded. (Only noncoherent and uncached at-
tributes are supported in the nonsecondary cache
mode.)

(@ The processor then waits for an external agent to
provide the read response.

If the current cache line must be written back, the
processor issues a write request to save the dirty cache
line in memory.

Store Miss

On the store miss in both primary and secondary
cache cycles, the processor must obtain from the
external agent the cache line containing the store
target location. The processor examines the coherency
attribute inthe TLB entry for the page that contains the
requested cache line. If the coherency attribute is
noncoherent, a noncoherent block read request is is-
sued.

Secondary Cache Mode. Ifthe new cache line replaces
a current cache line in the dirty exclusive state, the
current cache line must be written back before the new
line can be loaded in the primary and secondary
caches. The processor requests issued are a function
of the page attributes listed below.

(1) Noncoherent Page Attribute. If the current cache
line must be written back and the coherency at-
tribute for the requested cache line is noncoherent,
the processor issues a cluster consisting of a
noncoherent block read with forthcoming write
request for the cache line containing the store
target location, followed by a block write request
for the current cache line.

(2) Ifthe current cache line does not need to be written
back and the coherency attribute for the page that
contains the requested cache line is noncoherent,
the processor issues a noncoherent block read
request for the cache line containing the store
target location.

() Exclusive Page Attribute. If the current cache line
must be written back and the coherency attribute
for the page that contains the requested cache line
is exclusive, the processor issues a cluster consist-
ing of a coherent block read request with exclusiv-
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ity and write-forthcoming, followed by a processor
block write request for the current cache line.

(4) Ifthe current cache line does not need to be written
back and the coherency attribute for the page that
contains the requested cache line is sharable or
exclusive, the procesors issues a coherent block
read request that also requests exclusivity.

Nonsecondary Cache Mode. The processor issues a
read request for the cache line that contains the data
element to be loaded, and awaits the external agent to
provide read data in response to the read request.
Then, if the current cache line must be written back, the
processor issues a write request for the current cache
line. If the new cache line replaces a current cache line
whose Write Back (W) bit is set, the current cache line
moves to aninternal write buffer before the new cache
line is loaded in the primary cache.

Store Hit

Nonsecondary Cache Mode. In nonsecondary cache
mode, all lines are set to the dirty exclusive state. This
means store hits cause no bus transactions.

Secondary Cache Mode. Same as the nonsecondary
mode. But the secondary cache read cycle is gener-
ated to load the cache line that contains the data
element to be loaded into the primary cache if miss in
primary cache. If the current cache line in primary
cache needs to be written back to secondary cache,
the secondary cache write cycle is generated before
the new cache line is read from secondary cache.

Uncached Loads or Stores

When the processor performs an uncached load, it
issues a noncoherent doubleword, partial doubleword,
word, or partial word read request. When the processor
performs an uncached store, it issues a doubleword,
partial doubleword, word, or partial word write request.

External requests have a higher priority than uncached
stores. When using the uncached store buffer on the
VR4400SC processor, it is possible for the external
agent to receive cached and uncached stores out of
program order.

If an external intervention or snoop is issued to the
VR4400SC processor while the uncached store is still in
the store buffer (the uncached store data has not yet
been stored off-chip), the cached store has hit in the
primary cache and is in the tag check (TC) stage of the
pipeline. In this case, the external agent sees the state
of the internal caches after the cached store but before
the result of the uncached store is available off the chip.
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The Sync instruction can force the uncached store to
occur before the cached store.

Cache Operations

The processor provides a variety of cache operations
to maintain the state and contents of the primary and
secondary caches. During execution of the cache
operation instructions, the VR4400SC processor can
issue write requests.

CLOCKING INTERFACE

The MasterClock provides the fundamental timing and
the internal operating frequency for the VR4400SC
microprocessor. Based on the MasterClock, a variety of
clock frequencies are generated internally for internal
operation and external system interaction. The
PClock, twice the MasterClock frequency, supports the
internal operation and the SClock is used for synchro-
nization of external system interface signals, such as
sampling the output signals and latching the input
signals. In order to work with the slow system interface,
the SClock, TClock, and RClock speed can be pro-
grammed as 1/2, 1/3, 1/4, 1/6, or 1/8 the PClock fre-
quency through boot-time mode bit setting.

To align SyncOut, PClock, SClock, TClock, and RClock,
internal phase-locked loop (PLL) circuits of the
VR4400SC generate aligned clocks based on SyncOut/
Syncln. Since the PLL circuits by their nature are only
capable of generating aligned clocks for MasterClock
frequencies within a limited range, the minimum and
maximum frequencies will be applied for MasterClock
at various speed ratings of the VR4400SC.

The clocks generated using PLL circuits contain some
inherent inaccuracy, or jitter, in their alignment with the
MasterClock. That is, a clock aligned with MasterClock
by the processor’s PLL circuits may lead or trail Mas-
terClock by an amount as large as the related maximum
jitter. Maximum jitter is also an important timing param-
eter for the clocks generated at various speed ratings
of the VR4400SC.

The input signals of the VR4400SC should meet setup
time tpg and hold time tpy requirements with respect to
SClock. The setup and hold times are required for
propagating data through the processor’s input buff-
ers and should satisfy the input latches. The output
signals of the VR4400SC have minimum output delay
tpm and maximum clocking delay tpo after the rising
edge of the SClock. This drive-off time is the sum of the
maximum delay through the processor’s output drivers
and the maximum clock-to-Q delay of the output regis-
ters. :
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Certain processor inputs, such as VppOk, ColdReset,
and Reset, are sampled based on MasterClock, while
certain outputs, such as Status(7:0), are driven based
on MasterClock. The same setup, hold, and drive-off
parameters apply to these inputs and outputs, but they
are with respect to MasterClock instead of SClock.

The values of ips, tpH, and tpo for various speed ratings
of the VR4400SC are in the AC Characteristics tables
under Electrical Specifications.

Clock Interfacing in a Phase-Locked System

When the processor is used in a phase-locked system,
components of the external agent must phase-lock
their operation to a common MasterClock. In such a
system, data delivery and data sampling has common
characteristics for all components, even if the compo-
nents have different delay values. The transmission
time (the time a signal has to propagate along the trace
from one component to another) between any two
components A and B of a phase-locked system can be
calculated from the following equation:

Transmission time = (SClock period)
- (tpo for A)
~ {tpg for B)
— (Clock jitter for A max)
— (Clock jitter for B max)

Figure 10 is the block diagram of a phase-locked sys-
tem employing the VR4400SC processor.

Figure 10. System With Phase-Lock
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Clock Interfacing Without Phase-Lock

When the processor is in asystem in which the external
agent cannot phase-lock to a common MasterClock,
outputs RClock and TClock may be used to clock the
remainder of the system. Two clocking methodologies
are described below, one for interfacing gate array
devices and the other for interfacing discrete CMOS
logic devices.

Interface to a Gate Array System. When interfacing a
gate array system, both RClock and TClock are used
for clocking within the gate array. The gate array
buffers RClock internally and uses the buffered version
to clock registers that sample processor outputs.
These sample registers should be immediately fol-
lowed by staging registers clocked by an internally
buffered version of TClock. The buffered version of
TClock should be the global system clock for the logic
inside the gate array and the clock for all registers that
drive processor inputs

The staging registers place a constraint on the sum of
the clock-to-Q delay of the sample registers and the
setup time of the synchronizing registers inside the
gate array:

Clock-to-Q delay + Sync register setup time
< 0.25 (RClock period)
— (Maximum RClock jitter)
~ (Maximum delay mismatch for internal RClock and
TClock buffers)

The transmission time for a signal from the processor to
an external agent composed of gate arrays in a system
without phase-lock can be calculated from the follow-
ing equation:

Transmission time = (75% of TClock period)
— (tpo for VR4400SC)
+ (Minimum external clock buffer delay)
— (External sample register setup time)
- (Maximum VR4400SC internal clock jitter)
— (Maximum RClock jitter)

The transmission time for a signal from an external
agent composed of gate arrays to the processor in a
system without phase-lock can be calculated from the
following equation:

Transmission time = (TClock period)
— tpg for VR4400SC)
— (Maximum external clock buffer delay)
— (Maximum external output register clock-to-Q
delay)
— (Maximum TClock jitter)
~ (Maximum VR4400SC internal clock jitter)
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Figure 11 is the block diagram of a system without
phase-lock employing the VR4400SC processor and an
external agent implemented as a gate array.

Interface to a CMOS Logic System. When interfacing
a CMOS logic system, matched delay clock buffers
allow the processor to generate aligned clocks for the
external logic. One of the matched delay clock buffers
is inserted in the processor’s SyncOut-to-Syncin clock
alignment path, skewing SyncOut, MasterOut, SClock,
RClock, and TClock to lead MasterClock by the delay of
the matched delay clock buffer while leaving PClock
aligned with MasterClock.

The remaining matched delay clock buffers can be
used to generate a buffered version of TClock aligned
with MasterClock. The alignment error of the buffered
TClock is the sum of the maximum delay mismatch of
the matched delay clock buffers and the maximum
TClock jitter. The buffered TClock is used to clock
registers that sample processor outputs, as the global
system clock for the discrete logic that forms the
external agent, and to clock registers that drive proces-
sor inputs.

The transmission time for a signal from the processor to
an external agent composed of discrete CMOS logic
devices can be calculated from the following equation:

Transmission time = (TClock period)
- (tpo for VR4400SC)
- (External sample register setup time)
— (Maximum external clock buffer delay mismatch)
— (Maximum VR4400SC internal clock jitter)
— (Maximum TClock jitter)

The transmission time for a signal from an external
agent composed of discrete CMOS logic devices can
be calculated from the following equation:

Transmission time = (TClock period)
— (tps for VR4400SC)
— (Maximum external output register clock-to-Q
delay)
— (Maximum external clock buffer delay mismatch)
— (Maximum VR 4400SC internal clock jitter)
— (Maximum TClock jitter)

With this clocking methodology, the hold time of data
driven from the processor to an external sampling
register is a critical parameter. To guarantee hold time,
the minimum output delay of the processor, tpy, must
be greater than the sum of the minimum hold time for
the external sampling register, the maximum clock
jitter for VR4400SC internal clocks, the maximum
TClock jitter, and the maximum delay mismatch of the
external clock buffers.
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Figure 11. System Without Phase-Lock Employing a Gate Array
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Figure 12 is the block diagram of a system without
phase-lock employing the VR4400SC and an external
agent composed of both a gate array and discrete
CMOS logic devices.

Processor Status Outputs

The VR4400SC processor outputs 8 status bits, Sta-
tus(7:0), aligned with each rising edge of MasterClock.
The 8 bits are treated as two hex fields that indicate the
internal processor status (codes 0 thru F in table 5)
during the T-2 PCycle, Status(3:0), and T-3 PCycle,
Status(7:4).

When status is examined at time T (the first PCycle of
MasterClock), the status code indicates whether the
machine was stalled or running during the previous T-2
and T-3 PCycles.

(1) If the machine was stalled, the status code indi-
cates the type of stall.

(2) If the machine was running, the status code identi-
fies the type of instruction—successfuly complet-
ed—that occupied the WriteBack pipeline stage
during the T-2 or T-3 PCycle.

(3) The status code also indicates if an instruction in
the T-2 or T-3 PCycle was killed and for what reason.
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Figure 12. System Without Phase-Lock Employing a Gate Array and CMOS Logic
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Table 5. VrR4400SC Internal Status Outputs

Status

Code Cycle  Processor Internal Status

0 Run Other integer instruction (not load, store, or
conditional branch); includes ERET and Jump
instructions

1 Run Load

2 Run Untaken conditional branch

3 Run Taken conditional branch

4 Run Store

5 Reserved

6 Stall MP stall

7 Run Integer instruction killed by slip

8 Stall Other stall type

9 Stall Primary instruction cache stall

A Stali Primary data cache stall

B Stali Secondary cache stall

[¢] Run Other floating-point instruction (not load, store,
or conditional branch)

D Aun Instruction killed by branch, jump, or ERET

E Run Instruction killed by exception

F Run Floating-point instruction killed by slip

INITIALIZATION INTERFACE

The operation of the VR4400SC microprocessor may
be reset by a muitilevel reset sequence using the
VppOk, ColdReset, and Reset inputs. A power-on or
cold reset accomplishes the same thing: they both
completely reset the internal state machine of the
VR4400SC. A warm reset also resets the internal state
machine; however the processor internal state is pre-
served.

Fundamental operational modes for the processor are
set up by the initialization interface, which is a serial
interface operating at aMasterClock frequency divided
by 256. The low-frequency operation allows the initial-
ization information to be stored in a low-cost EPROM.

Immediately after the VppOk signal is asserted, the
processor reads a serial bit stream of 256 bits on
Modeln to initialize all fundamental operational modes.
After initialization is complete, the processor continues
to drive the serial clock output, but no further initializa-
tion bits are read.

Initialization Interface Operation
Refer to figure 13 and the following commentary.
(1) Modeln: Serial boot-time mode data in.

(2) ModeClock: Serial boot-time mode data clock out
at the MasterClock frequency divided by 256.

(3) While VppOk is deasserted, the ModeClock output
is held asserted.

(4) When VppOk is asserted, the first bit .in the initial-
ization bit stream must be present at the Modeln
input.

(8) The processor synchronizes the ModeClock output
at the time VppOk is asserted; the first rising edge
of the ModeClock will occur 256 MasterClock cycles
later.

(6) After each rising edge of the ModeClock, the next
bit of the initialization bit stream must be pre-
sented at the Modeln input. The processor will
sample exactly 256 initialization bits from the
Modeln input on the rising edge of the ModeClock.

Boot-Time Mode

The correspondence between bits of the intialization
bit stream and processor mode settings is illustrated
in table 6. Bit 0 of the bit stream is presented to the
processor when VppOk is deasserted.
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Figure 13. Timing of the Boot-Time Mode Control Interface

VppOk /
Modaln Mode Bit 0 X ><

Mode Bit 1

ModeClock
MasterOut _\_/_!
| 256 Cycles: |
83RD-06688 (/83)
Table 6. Boot-Time Mode Table 6. Boot-Time Mode (cont)
Bit Value Processor Mode Setting Bit Value Processor Mode Setting
0 Block read response ordering: 1114 System interface data rate (MSB 14):
0 Sequential ordering D = data, x = don't care:
1 Sub-block ordering o D
1 System interface check bus checking: ; ggxxx
0 SECDED error checking and correcting 3 DxDx
mode X
1 Byte parity 4 DDoox
5 DDxooxx
2 Byte ordering: 6 DxxDxx
0 Little endian 7 D Dxxxxxx
1 Big endian 8 DxxxDxxx
3 Dirty shared mode (enables transition to 915 Reserved (Note 1)
dirty shared state on processor update 15:117 PClock-to-SClock divisor (frequency
successful): relationship between SClock/RClock/TClock
0 Dirty enabled and PClock (MSB 17):
1 Dirty disabled 0 Divide by 2
N 1 Divide by 3
4 Secondary cache: 2 Divide by 4
0 Present .
1 Not present 3 Divide by 6
ot presen 4 Divide by 8
5:6 System Interface port width: 57 Reserved (Note 1)
0 64 bits ©
1.3 Reserved (Note 1) 18 o] Reserved {required value)
: b 19 Timer/Interrupt enable (allows timer,
7 0 Se;:zogc:oa“r;' cache Intertace port width: otherwise the interrupt used by the timer
3 64 bits becomes a general-purpose interrupt):
0 Enabled
8 Secondary cache organization: 1 Disabled
(1) gn:f;e'/dD 20 Potential invalidate enable (allows potential
i invalidates to be issued; otherwise only
9:10 Secondary cache line size (MSB 10): normal invalidates are issued):
"] 4 words 0 Enabled
1 8 words 1 Disabled
g ;g worjs 21:24 Secondary cache write deassertion delay;
Wwords twrsup in PCycles (MSB 24)
30
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Table 6. Boot-Time Mode (conf)

Table 6. Boot-Time Mode (cont)

Bit Value Processor Mode Setting Bit Value Processor Mode Setting
25:26 Secondary cache write deassertion delay 2; 63 Enable PLLs that match Masterln and
twreply in PCycles (MSB 26) produce RClock, TClock, SClock, and
27:28 Secondary cache write deassertion delay 1; 0 mt;:‘r;zll:lgil'(_ss:
twriply in PCycles (MSB 28) 1 Disable PLLs
29 Secondary c¢ache write recovery time; 64 Gontrols when output only pins are
fweRo In PCycles: tristated:.
? ? cyz:: 0 Only when ColdReset is asserted
% 1 When Reset or ColdReset is asserted
30:32 Secondary cache disable time; .
tpis In PCycles (MSB 82) 65:256 O Reserved (Note 2)
33:36 Secondary cache read cycle time 2; Notes:
tRdcycz in PCycles (MSB 36) (1) Seleoting areserved value results in undefined processor behav-
37:40 Secondary cache read cycle time 1; 1ok
tRdcye1 in PCycles (MSB 40) (2) Zeros must be scanned in.
M Secondary cache 64-bit mode uses upper/
lower half of SCData (127:0):
4] Lower half RESET
Upper half The VR4400SC microprocessor supports three types of
42:45 o] Reserved (Note 2) resets:
46 VR4400 package type. .
o Largep(447-gin):y 8G and Mo e Power-On Reset: Starts from power supply turning
1 Small (179-pin): PC on.
47:49 Reserved (Note 2) ¢ Cold Reset: Restarts all clocks, but power supply
50:52 Drive outputs at N x MasterClock remains stable. Processor operating parameters do
001 0.5 x MasterClock not change.
010 0.75 x MasterClock .
100 1.0 x MasterClook e Warm Reset: Restarts processor, but does not affect
Other Reserved (Note 1) clocks.
53:56 Initial values for the state bits that o
determine the pulldown di/dt and switching - Power-On Reset
speed of the autput buffers (MSB 53): The sequence for a power-on reset follows:
0 Fastest pulldown rate
114 Intermediate pulldown rates (1) Stable Vpp of at least 4.75 (3.185) volts from the
15 Slowest pulldown rate +5-V (+8.3-V) power supply is applied to the pro-
67:60 Initial values for the state bits that cessor. A stable continuous system clock at the
determine the pullup di/dt and switching processor’s desired operational frequency is also
speed of the output buffers (MSB 57): supplied
0 Slowest pullup rate PP '
114 g“e'me"'alfl" pullup rates (2) After at least 100 milliseconds of stable Vpp and
® astest pullup rate MasterClock, the VppOk input to the processor may
61 Enables the negative feedbaok loop that be asserted. The assertion of VppOk causes the
f:;fm;‘::;:;:‘;d:;;‘Lz‘:‘;:\’;’g';?  spaed of processor to initialize the operating parameters,
0 Disable di/dt control mechanism After the mode bits have been read in, the proces-
1 Enable di/dt control mechanism sor glllo.ws its internal phase-locked loops to lock,
o2 Enables the negative feedback loop that stabilizing the processor internal PClock, the
determines the di/dt and switching speed of SyncOut-to-Syncin clock path, and the master
the output buffers only during Cold Reset clock output MasterOut.
and during normal operation.
0 Disable di/dt control mechanism Cold Reset
1 Enable di/dt control mechanlsm

A cold reset can begin whenthe processor has read the
initialization data stream.

(1) Once the boottime mode control serial data
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stream has been read by the processor, the
ColdReset input may be deasserted. ColdReset
must remain asserted for at least 64 MasterClock-
cycles after the assertion of VppOk and must be
deasserted synchronously with MasterClock.

(2) Processor internal clock SClock and system inter-
face clocks TClock and RClock begin to cycle with
the deassertion of ColdReset. The deassertion
edge synchronizes the edges of SClock, TClock,
and RClock, potentially across multiple processors
in a multiprocessor system.

(8) After ColdReset is deasserted and SClock, TClock,
and RClock have stabilized, Reset is deasserted to
allow the processor to begin to run. Reset must be
held asserted for at least 64 MasterClock cycles
after deassertion of ColdReset and deasserted
synchronously with MasterClock.

ColdReset must be asserted when VppOk asserts. The
behavior of the processor is undefined if VppOk asserts
while ColdReset is deasserted.

Warm Reset

To produce a warm reset, the Reset input may be
asserted synchronously with MasterClock and held
asserted for at least 64 MasterClock cycles before
being deasserted synchronously with MasterClock.
The processor internal clocks, PClock and SClock, and
the system interface clocks, TClock and RClock, are not
affected by a warm reset, and the boot-time mode
control serial data stream is not read by the processor
on a warm reset.

The master clock output, MasterClock, is provided for
generating the reset related signals for the processor
that must be synchronous with MasterClock.

After a power-on reset, cold reset, or warm reset, all
processor internal state machines are reset, and the
processor begins execution at the reset vector. All
processor internal states are preserved during a warm
reset, although the precise state of the caches will
depend on whether a cache miss sequence has been
interrupted by resetting the processor state machines.

JTAG INTERFACE

The VR4400SC microprocessor provides a boundary
scan interface using the industry standard JTAG pro-
tocol.

The JTAG boundary scan mechanism provides a capa-
bility for testing the interconnect between the
VR4400SC, the printed circuit board to which it is
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attached, and the other components on the board. In
addition, the JTAG boundary scan mechanism pro-
vides a rudimentary capability for low-speed logical
testing of the secondary cache RAMs. The JTAG
boundary scan mechanism does not provide any ca-
pability for testing the VR44008C itself.

In accordance with the JTAG specification, the
VR4400SC contains a TAP controller, JTAG Instruction
register, JTAG Boundary Scan register, JTAG Identifica-
tion register, and JTAG Bypass register. However, the
VR4400SC JTAG implementation provides only the ex-
ternal test functionality of the boundary scan register.

SECONDARY CACHE INTERFACE

The VR4400SC microprocessor contains interface sig-
nals for an optional external secondary cache. This
interface consists of:

128-bit data bus

25-bit tag bus

18-bit address bus

Various static random access memory (SRAM) con-
trol signals

The 128-bit-wide data bus minimizes the primary cache
miss penalty and allows standard, low-cost SRAMs in
the design of the secondary cache.

Data Transfer Rates

The interface to the secondary cache maximizes ser-
vice of primary cache misses. The secondary cache
interface, SCData(127:0), supports a data rate that is
close to the processor-to-primary-cache bandwidth
during normal operation. To ensure that this bandwidth
is maintained, each data, tag, and check pin must be
connected to a single SRAM device.

The SCAddr bus, together with SCOE, SCDCS, and
SCTCS signals, drives a large number of SRAM devices.
Consequently, one level of external buffering between
the processor and the cache array is used.

Duplicating Signals

Buffered signals control the speed of the secondary
cache interface. Critical control signals are duplicated
by design to minimize this limitation; the SCWR signal
and SCAddr0 have four versions so that external buff-
ers are not needed to drive them. When an eight-word
(256-bit) primary cache line is used, these signals can
be controlled quickly, reducing the time of back-to-
back transfers.
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Each duplicated control signal can drive up to 11
SRAMSs; therefore, a total of 44 SRAM packages can be
used in the cache array. This allows a cache design
using 16-Kbyte by 64-bit, 64-Kbyte by 4-bit, or 256-
Kbyte by 4-bit standard SRAMs.

Other cache designs within the above constraint are
also acceptable. For example, a smaller cache design
can use 22 SRAMS, 8-Kbyte by 8-bit; this design pre-
sents less load on the address pins and control signals
and reduces the overall parts count,

The benefit of duplicating SCAddr0 is greater in sys-
tems that use fast sequential static cache RAM and an
eight-word primary cache line. If SCAddr0 is attached
to the SRAM address bit that affects column decode
only, the read cycle time should approximate the output
enable time of the RAM. For fast static RAM, this cycle
time should be half the nominal read cycle time.

Accessing a Split Secondary Cache

When the secondary cache is split into separate in-
struction and data portions, assertion of the high-
order SCAddr17 bit enables the instruction half of the
cache.

It is possible to design a cache that supports both joint
and split instruction/data configurations of less than
the maximum cache size; in doing so, SCAddr(12:0)
must address the cache in all configurations.
SCAddr17 must support the split instruction/data con-
figuration, and any of SCAddr(16:14) bits can be omit-
ted because of the fixed width of the physical tag array.

SCDChk Bus

The secondary cache data check bus, SCDChk, is
divided into two fields to cover the upper and lower 64
bits of SCData. This form is required by the 64-bit width
of internal data paths.

SCTag Bus

The secondary cache tag bus, SCTag, is divided into
three fields as shown infigure 14. The CSfield indicates
the cache state: invalid, clean exclusive, dirty exclu-
sive, shared, or dirty shared. The Pldx field is an index
to the virtual address of primary cache lines that can
contain data from the secondary cache. Bits 18:0 con-
tain the upper physical address.

Figure 14. SCTag Fields
24 2221 19 18 0
| os | pox |

Physical Tag

The SCDCS and SCTC signals disable reads or writes of
either the data array or tag array when the opposite
array is being accessed. These signal are useful for
saving power on snoop and invalidate requests since
access to the data array is not necessary. The signals
also write data from the primary data cache to the
secondary cache.

Operation of the Secondary Cache Interface

The secondary cache can be configured for various
clock rates and static RAM speeds. All configurable
parameters are specified in multiples of PClock, which
runs at twice the frequency of the external system
clock, MasterClock.

During boot time, secondary cache timing parameters
are programmed through the boot-time mode bits.

Parameter Number of PCycles
tRd1Cye 4-15
tRdzcye 3-15

tois 2-7

twei Dly 1-3

twrzDly 1-3

twiRc 0-1

twisup 3-15

Read Cycles

There are two basic read cycles: four-word and eight-
word. Each secondary cache read cycle begins by
driving an address out on the address pins. The output
enable signal SCOE is asserted at the same time.

Four-Word Read Cycle. The four-word read cycle (fig-
ure 15) has two user-accessible timing parameters:

* thdicye Read sequence cycle time, which specifies
the time from assertion of the SCAddr bus
to sampling the SCData bus.

e ipis Cache output disable time, which specifies

the time from the end of a read cycle to the
start of the next write cycle.
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Figure 15. Timing Diagram of a Four-Word Read Cycle

PCyclo | 1 2 3
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Bus |
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I‘ tRd1Cyc
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SCTChk
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8CDCS X

{
X

SCTCS ><

><

83RC-0569B (10/93)

Eight-Word Read Cycle. The eight-word read cycle
(figure 16) has an additional user-accessible parameter
beyond the four-word read cycle: trazcye, the time from
the first sample point to the second sample point.

In an eight-word read cycle, the low-order address bit,
SCAddr0, changes at the same time as the first read
sample point.

Read Cycle Abortion. All read cycles can be aborted
by changing the address; a new cycle begins with the
edge on which the address is changed. Additionally,
the period tp;s after aread cycle can be interrupted any
time by the start of a new read cycle. If aread cycle is
aborted by awrite cycle, SCOE must be deasserted for
the tp;s period before the write cycle can begin.

Read cycles can also be extended indefinitely. There is
no requirement to change the address at the end of a
read cycle.

Write Cycles

There are two basic write cycles: four-word and eight-
word. The secondary cache write cycle begins with the
assertion of an address onto the address pins.

Four-Word Write Cycle. The four-word write cycle (fig-
ure 17) has three timing parameters:

e twripy Delay from assertion of the address to
assertion of SCWR.

* twisup Delay from assertion of the second data
doubleword to deassertion of SCWR.

e twiRe Delay from deassertion of SCWR to the

beginning of the next cycle

The timing parameter ty,g. is 0 for most cache designs.
The upper data doubleword and the lower data double-
word are normally driven one cycle apart to reduce
peak current consumption in the output drivers. Either
can be driven first.

Eight-Word Write Cycle. The eight-word write cycle
(figure 18) has one additional parameter (twrzpiy) be-
yond the four-word write cycle. This time period begins
when the low-order address bit SCAddr0 changes and
ends when SCWR is asserted for the second time. The
lower half of SCData is driven on the same edge as the
change in SCAddrO0.

Timing. When data is received from the system inter-
face, the first data doubleword can arrive several cy-
cles before the second data doubleword. In this case,
the cache state machine enters a wait state that ex-
tends SCWR until the twsup period after the second
data item is transmitted.
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Figure 16. Timing Diagram of an Eight-Word Read Cycle
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SCAddr
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Figure 17. Timing Diagram of a Four-Word Write Cycle
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Data

N
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Figure 18. Timing Diagram of an Eight-Word Write Cycle
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ELECTRICAL SPECIFICATIONS
Power Distribution

The VR4400SC microprocessor operates with high-
frequency clocks. Dc power surges can result when
multiple clock output buffers drive new signal levels
simultaneously. For clean on-chip power, more than 50
pins each are assigned to Vpp and GND inputs.

Liberal decoupling capacitors should be installed near
the VR4400SC. Driving the 128-bit secondary cache
data bus or the 64-bit system address/data bus at high
frequencies can cause transient power surges, partic-
ularly with large capacitive loads.

Low-inductance capacitors and interconnects are rec-
ommended for best high-frequency performance. In-
ductance can be reduced by shortening circuit board
traces between the CPU and decoupling capacitors as
much as possible. Capacitors specifically for PGA
packages are commercially available.

Unused Inputs

For reliable operation, connect unused active-low in-
puts to Vpp through a pullup resistor, and connect
active-high inputs directly to GND. Pins designated NC
should always remain unconnected.

Capacitive Load

Capacitive load derating (CLD) for all versions of the
VR4400SC is 2 ns/25 pF maximum.
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Absolute Maximum Ratings

Parameter Symbol  Min Max Unit
Supply voltage Vpp

S-volt version -0.5 7.0 \

3.3-volt version -0.5 3.8 )
Input voltage (Note 1) Vin

§-volt version -0.5 7.0 \'

3.3-volt version -05 Vpp+ 05 v
Storage temperature TsT —-65 +150 °C
Operating case temperature Te ¢ +85 °C
Notes:

(1) Viy min = -3.0V for pulse width <15 ns,

(2) Not more than one output should be shorted at a time and for not
more than 30 seconds.

Exposure to Absolute Maximum Ratings for extended periods may
affect device reliability; exceeding the ratings could cause perma-
nent damage.

Typical Power Dissipation in Watts
MasterClock

Vpp = 5 Volts Vpp = 3.3 Volts

50 MHz 8.6 4.0
67 MHz 1.3 6.3
75 MHz 125 6.0
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DC Characteristics
Functional operation range: Vpp = 5.0 or 8.3 volts £5%; Tg = 0 to +80°C

Parameter Symbol Min Typ Max Unit Conditions
Output voltage, high Vo Vpp = minimum;
5-volt version 3.5 v loq = -4 mA
3.3-volt version 2.4 \
Output voltage, low VoL 0.4 \
Clock output voltage, high (Note 2) VoHe
6-volt version 4.0 A
3.3-volt version 27 \'
Input voltage, high Vin 2.2 Vpp + 0.5 \
Input voltage, low ViL -0.5 0.8 \ (Note 1)
MasterClook input voltage, high ViHo 0.8 Vpp Vpp + 0.5 \'
MasterClock input voltage, low Vite -0.5 0.2Vpp \ (Note 1)
Input leakage current lLeak 10 LA
Input/output leakage current 10 ak 20 LA
Input capacitance Cin 10 pF
Output capacitance Cout 10 pF
Operating current, 5-volt version lpp Vpp = §V;Tg = 0°C
50-MHz 1.8 23 A
67-MHz 23 2.9 A
75-MHz 26 3.2 A
Operating current, 3.3-volt version Ibp Vpp = 83V; Tg = 0°C
50-MHz 1.2 1.5 A
67-MHz 15 1.9 A
75-MHz 1.8 22 A
Notes:
(1) VjLmin = -3.0V for pulse width < 15 ns, except for MasterClock
input,

(@) Applies to TClock, RClock, MasterOut, and ModeClock outputs.
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AC Characteristics; 5-Volt, 100-MHz Version
Vpp = 5V +5%; Tg = O to +80°C; C| = 50 pF

Parameter Symbol Min Max Unit Conditions
MasterClock frequency 25 50 MHz (Note 1)
MasterClock period tmep 20 40 ns
MasterClock high tMCHigh 4 ns Transition <5 ns
MasterClock low tMcLow 4 ns Transition <5 ns
MasterClock rise time tMCRise 5 ns
MasterClock fall time tMCFall 5 ns
Clock jitter tMcJitter +500 ps
ModeClock period tModeCKP 256 tycp ns
JTAG clock period L TAGCKP 4 tyop ns
Data output (Notes 2-5) tbo 3.5 10 ns Max slew rate
16 ns Min slew rate
Data setup time tps 5 ns {Note 5)
Data hold time tDH 1.6 ns {Note 5)
Mode data setup time tMDs 3 MClk
Mode data hold time tMDH (] MClk
PClock to output (Notes 2-4) tsco 2 10 ns Max slew rate
6 16 ns Min slew rate
Secondary cache data setup tscbs 5 ns
Secondary cache data hold tscoH 2 ns
Four-word read cycle length tRd1cye 4 15 PClk (Note 6)
Cycles between read and write tDis 2 7 PClk
Eight-word read cycle length tRd2cye 3 15 PClk
Cycles between Addr and SCWr twriDly 1 3 PClk
Cycles from deassertion of SCWr to start of tWrRe 0 1 PClk
next cycle
Cycles from 2nd doubleword to SCWr twrstp 2 15 PClk
Cycles between 1st and 2nd data words in twrzbly 1 3 PClk
eight-word write
Notes:
(1) Operation of the VR4400SC is guaranteed only with the phase- (4) Timing is measured from 1.5V of SClock to 1.6 V of the signal.
locked loop enabled. (5) Data output, setup, and hold times apply to all logic signals
(2) Maximum slew rate: Modebit (53:56) = 0 and (57:60) = F driven out of or driven into the VR4400SC on the system
Minimum slew rate: Modebit (5§3:56) = F and (57:60) = 0 interface. Secondary cache signals are specified separately.
mg g:?Sd;lrviSe"tTr!el;:Ml\:g:::)tit(s(g(:f:?Z)==12(1)0 ) ?:;:?::,T_r of cycles is configured through the boottime mode

MC 1.0 drive time: Modebit (50:52) = 001

(3) When the dynamic output slew rate control Modebit 61 or 62 is
enabled, the initial values for the pullup and pulldown rates
should be set to the slowest value: Modebit (63:56) = F and
(57:60) = 0.
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N EC VR4400SC (uPD30411) »

AC Characteristics; 5-Volt, 133-MHz Version

Vpp = 5V ®5%; Tg = 0to +80°C; C|. = 50 pF

Parameter Symbol Min Max Unit Conditions

MasterClock frequency 25 67 MHz (Note 1)

MasterClock period tmep 15 . 40 ns

MasterClock high tMcHigh 3 ns Transition <5 ns

MasterClock low tMoLow 3 ns Transition =5 ns

MasterClock rise time tMCRise 4 ns

MasterClock fall time tMoFall 4 ns

Clock jitter tMcJitter +500 ps

ModeClock period tModeCKP 256 tyep ns

JTAG clock period tytacekp 4 tycp ns

Data output (Notes 2-5) tpo 2 7 ns Max slew rate
6 12 ns Min slew rate

Data setup time tps 5 ns (Note 5)

Data hold time tpy 1.5 ns (Note 5)

Mode data setup time tMDs 3 MClk

Mode data hold time tMDH 0 MClk

PClock to output (Notes 2-4) tsco 2 7 ns Max slew rate
6 i2 ns Min slew rate

Secondary cache data setup tscps 5 ns

Secondary cache data hold tscoH 1.5 ns

Four-word read cycle length tRd1cye 4 15 PClk (Note 6)

Cycles between read and write tois 2 7 PClk

Eight-word read cycle length tRd2cyo 3 15 PClk

Cycles between Addr and SCWr twriDly 1 3 PClk

Cycles from deassertion of SCWr to start of WrRe 0 PClk

next cyole

Cycles from 2nd doubleword to SCWr twrsup 2 15 PClk

Cycles between 1st and 2nd data words in twraply 1 3 PClk

eight-word write

Notes:

(1) Operation of the VR4400SC is guaranteed only with the phase- (4) Timing is measured from 1.5 V of SClock to 1.5 V of the signal.

locked loop enabled. (5) Data output, setup, and hold times apply to all logic signals

(2) Maximum slew rate: Modebit (53:56) = 0 and (67:60) = F driven out of or driven into the VR4400SC on the system
Minimum slew rate: Modebit (563:56) = F and (57:60} = 0 interface. Secondary cache signals are specified separately.
MC 0.5 drive time: Modebit (50:52) = 100 ®
MGC 0.75 drive time: Modebit (50:52) = 010
MC 1.0 drive time: Modebit (50:52) = 001

(8) When the dynamic output slew rate control Modeblit 61 or 62 is
enabled, the initial values for the pullup and pulldown rates
should be set to the slowest value: Modebit (53:56) = F and
(657:60) = Q.

Number of cycles is configured through the boot-time mode
control,
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VR4400SC (uPD30411) N EC

AC Characteristics; 5-Volt, 150-MHz Version
Vpp = 6V *5%; Tg = 0to +80°C; G = 50 pF

Parameter Symbol Min Max Unit Conditions
MasterClock frequency 25 75 MHz (Note 1)
MasterClock period tmep 13.3 40 ns
MasterClock high tMCHigh 3 ns Transition <5 ns
MasterClock low tMCLow 3 ns Transition <5 ns
MasterClock rise time tMCRise 3.5 ns
MasterClock fall time tmcral 35 ns
Clock jitter tmcJitter +500 ps
ModeClock period tModeCKP 256 tycp ns
JTAG clock period tyTAGCKP 4 tyep ns
Data output (Notes 2-5) too 2 7 ns Max slew rate
6 12 ns Min slew rate
Data setup time tps 35 ns (Note 5)
Data hold time tou 1 ns (Note 5)
Mode data setup time tMDs 3 MClk
Mode data hold time tMDR 0 MClk
PClock to output (Notes 2-4) tsco 2 7 ns Max slew rate
6 12 ns Min slew rate
Secondary cache data setup tscps 3.5 ns
Secondary cache data hold tscon 1 ns
Four-word read cycle length tRd1cye 4 15 PClk (Note 6)
Cycles between read and write tpis 2 7 PClk
Eight-word read cyele length tRd2cye 3 i5 PCIk
Cycles between Addr and SCWr twr1Dly 1 3 PCIk
Cyocles from deassertion of SCWr to start of tWrRe 0 1 PClk
next cycle
Cycles from 2nd doubleword to SCWr wrsUp 3 15 PClk
Cycles between 1ist and 2nd data words in twr2Dly 1 3 PClk
eight-word write
Notes:
(1) Operation of the VR4400SC is guaranteed only with the phase- (4) Timing is measured from 1.5 V of SClock to 1.5 V of the signal.
locked loop enabled. (6) Data output, setup, and hold times apply to all logic signals

(2) Maximum slew rate: Modebit (63:56) = 0 and (57:60) = F driven out of or driven into the VR4400SC on the system
Minimum slew rate: Modebit (53:56) = F and (567:60) = 0 interface. Secondary cache signals are specified separately.
MC 0.5 drive time: Modebit (50:52) = 100 ®
MC 0.75 drive time: Modebit (5§0:52) = 010
MC 1.0 drive time: Modebit (50:52) = 001

(8} When the dynamic output slew rate control Modebit 61 or 62 is
onabled, the initial values for the pullup and pulldown rates
should be set to the slowest value: Modebit (53:56) = F and
(57:60) = O.

Number of cycles is configured through the boot-time mode
control.
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NEC VR4400SC (uPD30411)

AC Characteristics; 3.3-Volt, 100-MHz Version
Vpp = 3.3V %5%; Te = 0 to +80°C; CL = 50 pF

Parameter Symbol Min Max Unit Conditions
MasterClock frequency 25 50 MHz (Note 1)
MasterClock period tuep 20 40 ns
MasterClock high tMCHigh 5 ns Transition <5 ns
MasterClock low tMCLow 5 ns Transition <5 ns
MasterClock rise time tMCRise 3.5 ns
MasterClock fall time tMeFalr 35 ns
Clock jitter tcditter *500 ps
ModeCGlock period tModeCKP 256 tycp ns
JTAG clock period tTaccke 4 tyop ns
Data output (Notes 2-5) tbo 3.5 10 ns Max slew rate
6 16 ns Min slew rate
Data setup time tps 3.5 ns (Note 5)
Data hold time tbH 1.5 ns (Note 5)
Mode data setup time tMDs 3 MClk
Mode data hold time tMDH 0 MClk
PClock to output (Notes 2-4) tsco 3.5 10 ns Max slew rate
6 16 ns Min slew rate
Secondary cache data setup tscps 3.5 . ns
Secondary cache data hold tscDH 1.5 ns
Four-word read cycle length tRd1cye 4 15 PCIk (Note 6)
Cycles between read and write tpis 2 7 PCik
Eight-word read oycle length tRd2cyc 3 15 PClk
Cycles between Addr and SCWr tweidly 1 3 PClk
Cycles from deassertion of SCWr to start of WrRe 0 1 PClk
next cycle
Cycles from 2nd doubleword to SCWr twistp 2 15 PClk
Cycles between 1st and 2nd data words in twraply 1 3 PClk
elght-word wrlte
Notes:
(1) Operation of the VR4400SC is guaranteed only with the phase- (4) Timing is measured from 1.5 V of SClock to 1.5 V of the signal.
locked loop enabled. (5) Data output, setup, and hold times apply to all logic signals
(2) Maximum slew rate: Modebit (53:56) = 0 and (57:60) = F driven out of or driven into the VR4400SC on the system
Minimum slew rate: Modebit (53:56) = F and (67:60) = 0 interface. Secondary cache signals are specified separately.
Mg g?Sd::ll\e/ehtTn:eMl\:g::gl 5522053)2)213% () ‘r;l:r:?r;bellr of eycles Is configured through the boottime mode

MC 1.0 drive time: Modeblt (50:52) = 001

When the dynamic output slew rate control Modebit 61 or 62 is
enabled, the initial values for the pullup and pulldown rates
should be set to the slowest value: Modebit (53:56) = F and
(57:60) = O,
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VR4400SC (uPD30411) NEC

AC Characteristics; 3.3-Volt, 133-MHz Version
Vpp = 3.3V #5%; Tc = 0 to +80°C; C = 50 pF

Parameter Symbol Min Max Unit Conditlons

MasterClock frequency 25 67 MHz (Note 1)

MasterClock period tMop 15 - 40 ns

MasterClock high tMCHigh 3 ns Transition <6 ns

MasterClock low tMclow 3 ns Transition <5 ns

MasterClock rise time tMCRise 4 ns

MasterClock fall time tMeFall 4 ns

Clock jitter tMcJitter +500 ps

ModeClock period tModeCKP 256 tyep ns

JTAG clock period tTAGCKP 4 tyep ns

Data output (Notes 2-5) tpo 2 7 ns Max slew rate
6 12 ns Min slew rate

Data setup time tps 3.5 ns {Note 5)

Data hold time toH 1.5 ns (Note 5)

Mode data setup time tMbs 3 MClk

Mode data hold time tMDH 0 MClk

PClock to output (Notes 2-4) tsco 2 7 ns Max slew rate
6 12 ns Min slew rate

Secondary cache data setup tscps 3.5 ns

Secondary cache data hold tSCDH 15 ns

Four-word read cycle length tRd1Cye 4 15 PCIk (Note 6)

Cycles between read and write tpis 2 7 PClk

Eight-word read cycle length tRd2Gye 3 16 PClk

Cycles between Addr and SCWr tweibly 1 3 PClk

Cycles from deassertion of SCWF to start of WrRe 0 PClk

next cycle

Cyeles from 2nd doubleword to SCWr twrsp 2 15 PClk

Cycles between 1st and 2nd data words in twr2Dly 1 3 PClk

eight-word write

Notes:

(1) Operation of the VR44008C is guaranteed only with the phase- (4) Timing is measured from 1.5 V of SClock to 1.6 V of the signal.

locked loop enabled. (5) Data output, setup, and hold times apply to all logic signals

2) Maximum slew rate: Modebit (53:56) = 0 and (567:60) = F driven out of or driven into the VR4400SC on the system
Minimum slew rate: Modebit (63:56) = F and (57:60) = 0 interface. Secondary cache signals are specified separately.
MC 0.5 drive time: Modebit (50:52) = 100 . X i
MG 0.75 drlve time: Modebit (50:52) = 010 ®) E::t‘:jr of cycles is configured through the boot-time mode

MC 1.0 drive time: Modebit (50:52) = 001

(3) When the dynamic output slew rate control Modebit 61 or 62 is
enabled, the initial values for the pullup and pulidown rates
should be set to the slowest value: Modebit (53:56) = F and
(57:60) = 0.
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N EC VR4400SC (uPD30411)

AC Characteristics; 3.3-Volt, 150-MHz Version
Vpp = 3.3V %5%; Tg = 0 fo +80°C; C| = 50 pF

Parameter Symbol Min Max Unit Conditions

MasterClock frequency 25 75 MHz (Note 1)

MasterClock period tmep 13.3 40 ns

MasterClock high iMCHigh 3 ns Transition <5 ns

MasterClock low tMCLow 3 ns Transition <5 ns

MasterClock rise time tMCRise 3.5 ns

MasterClock fall time tMCFall 3.5 ns

Clock jitter tMcuJitter +500 ps

ModeClock period tModecKP 256 tyep ns

JTAG clock period tTAGCKP 4 hyop ns

Data output (Notes 2-5) tbo 2 6 ns Max slew rate
[} 10 ns Min slew rate

Data setup time tns 3.5 ns (Note &)

Data hold time tpy 1 ns (Note 5)

Mode data setup time tMDs 3 MClk

Mode data hold time tvDH 0 MCik

PClock to output (Notes 2-4) tsco 2 6 ns Max slew rate
6 10 ns Min slew rate

Secondary cache data setup tscps 3.5 ns

Secondary cache data hold tscDH 1 ns

Four-word read cycle length tRd1Cye 4 15 PClk (Note 6)

Cycles between read and write tpis 2 7 PClk

Eight-word read cycle length tRd2cye 3 15 PClk

Cycles between Addr and SCWr tweibly 1 3 PCIk

Cycles from deassertion of SCWr to start of tWiRe 0 1 PClk

next cycle

Cycles from 2nd doubleword to SCWr twes Up 2 15 PClk

Cycles between 1st and 2nd data words in fwronly 1 3 PCik

eight-word write

Notes:

(1) Operation of the VR4400SC is guaranteed only with the phase- 4
locked loop enabled.

=

Timing is measured from 1.5 V of SClock to 1.5 V of the signal.

(5) Data output, setup, and hold times apply to all logic signals

(2) Maximum slew rate: Modebit (53:56) = 0 and (57:60) = F driven out of or driven into the VR4400SC on the system
Minimum slew rate: Modebit (63:56) = F and (57:60) = 0 Interface. Secondary cache signals are specified separately.

MC 0.5 drive time: Modebit (50:52) = 100 (6) Number of cycles is configured through the boottime mode

MC 0.75 drive time: Modebit (50:52) = 010
MC 1.0 drive time: Modebit (50:52) = 001

(3) When the dynamic output slew rate control Modebit 61 or 62 is
enabled, the initial values for the pullup and pulldown rates
should be set to the slowest value: Modebit (53:56) = F and
(57:60) = 0.

control.

45

Powered by | Cnminer.comEl ectronic-Library Service CopyRi ght 2003



L7E D WM L427525 0039139 TT3 EENECE

N E ¢ ELECTRONICS INC

VR4400SC (uPD30411) NEC

Timing Diagrams

Master Clock

tMCHigh

0.8V p—
MesterClock . °0
02Vpp —

tMCLow
83RD-9673A (480)

Clock Jitter

MasterClock 0.5Vpp

—>| |<— tMCJitter
—>| [«— tMCUitter

MasterQut
TClock (Note 1) 0.5Vpp
RClock (Notes1, 2)

Notes:

(1) With SyncOut shorted to Syncin by the shortest path, the 50% polnt of
TClock lines up with the 50% polnt of MasterClock.

(2) RClock leads TClock by 90°.

(3) The Syncin/SyncOut path, TClock, and RClock must have the
same capachive loading to match the MasterClock edges

B3RD-9674A (5/93)
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NEC VR4400SC (uPD30411)

Timing Diagrams (cont)

Processor Clock; PClock to SClock, Divisor of 2

e U S N/ N2 N
I YAY aWaAVAWAWAWAN
SClosk ﬁ__/_\_/[—\ / \

el —\__/_L_//—\\__/ n__
Felesx _\_/__\___/__\__/—\__/_

l<—tpo
LR S 0 GO GO —C
tps

Status
Driven

83CL-9704B (10/93)
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VR4400SC (uPD30411) N Ec

Timing Diagrams (cont)

Processor Clock; PClock to SClock, Divisor of 3

Cyds | 1 | 2 | 3 l 4 |

AD
e : XX : XX :
AD
Rocatved D >F X D X >< D
tps

830197058 (10/63)
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NEC VR4400SC (uPD30411)

Timing Diagrams (cont)

Processor Clock; PClock to SClock, Divisor of 4

3

g
e
N

™N
e

TClock \ ]

/

B3IRC-0577B (10/53)
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VR4400SC (uPD30411) N EC

Timing Diagrams (cont)

Processor Clock; PClock to SClock, Divisor of 6

Cydle | 1 l 2 ] 3 | 4 |

Master —\—/—\—][—\—/—\_—_
Clock )

e U e N

SClock

—\ A
- T\ s \

/ N\

T : ' :
l<—tpo
Sys AD X:D
Recelved
tps ‘)' <—

83CL-9706B (10/93)
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NEC VR4400SC (uPD30411)

Timing Diagrams (cont)

Processor Clock; PClock to SClock, Divisor of 8

o | ; | : | ; | : |
Syneout _\_/—_\_/—\_//_\___
\ /
\ !

RClock / \
AD
Sgfsiven b q D

SysAD | 5 !
Recelved ‘
tpg —>| <

—> ‘<——tDH

B3CL-9707B (10/93)
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VR4400SC (uPD30411) NEC

Timing Diagrams (cont)

Secondary Cache Edge Timing Relationships

tsco tsco

SCAddr
SCAPar >< Valkd Output

SCDChk
SCTag >< Valid Output

tscos tscoH

8CNChk | Valid
SCTag ) Input

8CTagChk

Note: These waveforms describa edge-to-edge timing relationships only. )
83RC-95788B (8/93)

System Interface Edge Timing Relationships

Valld Qutput

tps tDH
Fault
Valldin Valid X
|

ExtRgst
RaRdy Input

WrRdy

Note: Thase waveforms describe edge-to-edge timing relationships only.

BARC-9579B (8/99)
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NEC

PACKAGE DRAWINGS

E7E D EN L427525 0039L4L 133 MENECE
VR4400SC (uPD30411)

447-Pin Ceramic PGA (Metal Sealed)

A
B
{Bottom View)
l IOCSOICICIEICICICNE IICIOCIIEICNCI
= = 2%6%6%3%0%%% % 0 n"o"o"u“e:a%“u“e:a
§ e R eiele
OO DI
il il o a0 e aaoro
070% % 0°0°0%
: | | ¢ |P
2%6% % 2%0% %0
i il a%e%a%e 0%a%0%s
2%a%%
ﬂbvvnnu ©o ¢ o ¢ 0o ©|lo P O O 6 O Hoﬂoﬂwﬂ
=1 = 6%6°6%6%076%0"0%5"0]6"6%0%0%0"0 "0 50"
0°8°0%0%0°%6%6%6%0%016°6%0%0%6%0%0%0°8" 0
R
Index mark ftem Wil inches
A 52.32 = 0.52 2.060 = .021
B 26.92 1.060
[ 2946 1.180
D 52.32 = 0.52 2,060 = .021
£ 2.03 .080
F_ 254(TP) 100 (T.P.)
G 33 = 0.2 130 = .008
H 0.635 min .025 min
I 4.34 A7
J 6.19 max 244 max
K 21.27 = 0.2 20.050 + .008
L 5046 = 0.05 90.018 = 002
M 0.254 .010
Note N 1.27 (T.P) 050 (T.P.)
Each lead centerline Is located within 00.254 P__ 2628 1.428
mm (9.010 Inch) of Its true posltion (T.P.) at Q 1.80 min 082 min
maximum materlal condition. R 83.72 1.328
S 1.54 max 061 max
T 0.42 max 017 max
X447RG-50A-2 B3RD-05808B (8/93)
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N E C ELECTRONICS INC
VR4400SC (uPD30411)

PACKAGE DRAWINGS (cont)

447-Pin Ceramic PGA (With Heat Sink Adapter Plate)

A
v -
w2 —— 2-10-32 UNF
{Bottom View)
Q ( )
© 690005090 0|looacooooo oo
9°0°6%0°2%0°0%0%6°4%0%0"0%0 0 00 "0 "0
i o@® o 000000 0|]o 06009 0006®@ o0
= = 0°06°6%0°6°0%0%0%0°0]0°0°0% 000 06 0
= == = 2%6°6%6%5%0%0%6"0"0]6"0"0"6 066 0 s
@ e e
000 %0
P | Py iy | Wi 0°0%%
/) & BOOC OO0
I A I
i m ) a'n e
%60 o'’ e
@) Rl s
0°6%0 2%6%
0700 0 0700 0
UBDDDDO oD 0 0 0 0 0|0 © © 0 0 O nnubngn
= = 02070000 %% 0% ]0"0 %6666 %6 %%
u°®°u°=°=°u°u°a°=°a o°n°e°a°o°o°a°u°@°o
025%a%6%0%6%6%6%0°4%6%0°6%0%0%0 700"
208 \I A RN
R
Index mark
ftem Millimeters Inches
A 5232 = 0.52 2.080 + .021
D 5232 = 0.52 2.060 = .021
E 2.03 080
F 2.54 (T.P.) 100 (T.P.)
G 33 x 0.2 .130 = .008
H .635 min .025 min
I 4.34 A71
J 11.69 max 461 max
K 21.27 = 0.2 20.050 + .008
L £0.46 = 0.05 20.018 = .002
M 0.254 010
N 1.27 (T.P.) .050 (T.P.)
Note
36.28 1.428
Each lead centeriine Is located within 50.254 P 7
mm (2.010 inch) of Its true positlon (T.P.) at Q 1.80 082 min
maxIimum materfal condition. R 33.72 1.328
S 1.54 max 061 max
\'2 25.0 984
Wi 21.59 .850
w2 15.0 591
X 29.5 1.161
X447TRP-E50A 83RD-9581B (8/93)
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